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The projectChildren's data and privacy online: growing up in a digitalledédy ProfSonia
Livingstonearecently launchedts findingsand an online privacy toolkior children, parents

and teachers. Thevent gathered a range of different stakeholders, from academics to
representatives from tech companies, the media industry and civil soaretyfocused

firstly onwhat the existing evidence tells us about childrea dat a and pri vacy
what gaps matter, and secondly on the way forward, sharing the responsibilities among
stakeholders, and who should do what and h@wis report summarises the presentations

and discussions

As Livingstone pointed out in hepening speeclthe event is timely and follows the

I nf ormati on Co nil@d)sonsultatior with relevant stakehotders and the
development of a draft agappropriate design code. Tloede aims to ensure thainline
services are designed in ways that safeguard children and their personal data.
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Morning poster presentation: What daehildren want to know?

| KAt RNBYyQa RIFEGF YR LINAGI Oe 2yftAy
(Sonia Livingstone, Rishita Nandagiri and Mariya Stoilova[t

Download:findings report, presentation

Access thenline privacy toolkit: www.myprivacy.uk

Keypoints:

9 We live in an age withontinual technological innovatiothat presents both
opportunitiesandchallenges. Children are often the pioneerthe “canaries in the coal
mine in the digital age

9 Theirreseechdrawson Ni ssenbaum’ s HMiwdyismoaboutsatrecy f pr i
nor control treferstot he “r i ght t o applroipmfiaiea tfil onv’ .o f
exercise privacy in particular contexts, gmivacy igelational.In other words privacy
matters in terms of social relationships and conditiowhichinvolve a full range of
actors, among whom institutions.

9 As everything in our Bfhas become datafied, there are new challen@eg.,the
challenges of age verification, data breachésademics need to asihat” wor ki ng
we | | ”sinmea aomplex data ecologyo answer thigjuestion is challenging
because it requires expertise thdraws on multiple fields (e.glegal, technological,
childhoodstudies).

9 Aschildrenarelittle consulted about data and privadyivingstone, Stoilova and
N a n d al@Ofundedrssearchisunderpinned bythe followingresearch questions:
(1) How dochildren understand their privacy onlin€2) What capabilities or
vulnerabilities shape how they navigate the digital environméB)hat evidence
gaps impede the development of policy and practiG&Vhat are the implications of
chil dr en’ isgandpheices?t a n d


http://www.lse.ac.uk/my-privacy-uk/Assets/Documents/Childrens-data-and-privacy-online-report-for-web.pdf
http://www.lse.ac.uk/my-privacy-uk/Assets/Documents/Childrens-data-and-privacy-online-presentation-for-web.pdf
http://www.myprivacy.uk/

Theoretical frameworkthe studymapsthe digital environment in termsf three
privacycontextsandtypesof data

Interpersonal privacydata given, data given ofbbserved) inferenceqby
others)

Institutional privacydata givengdata traces (records) and inferred data
(analytics)

Gommercial privacydata givendata traces (metadata) and inferred data
(profiling)

Thestudy ircludesa g/stematic mapping of the available evidence focused on empirical
studies with childrenThis found that nost studies tend to be with older teenageaad

on interpersonal privacy. There is very littksearchon how children understand
institutional privacy and commercial privacy.

Methodology the studyemployed a hild-centred qualitative methodlogy, conducing

focus group discussions with childraged 1116 from different partsof the UK The

focus groupsvere interactive and participatory. Theamalso spoke with teachers and
parents.Thefocus groupstartedby asking children to write ongst-its all the apps,

platforms and devices they used during the last weHken theteam usedcardswith

different terms to see whathildrenknow, askingabout f aci al recogni ti on
“al g or etct Thiswas followed by aother activity tocapturewhat kinds of data
childrenshareonlineand with whom t is through these exercisdbat often the

childrenrealised how their practices feed intonline advertising andorporatedata

collection practicesMore on the methodology is availabtere.

Findings:

(1) How childrenengage onlinethe appghey useare mostlyappsthat adults usethey
are notchild-specific but common apps such as Spotify.

(2) What children (do not) know, and how they thjrdboutdata andprivacy
Childrencare about their privagycontrary to what we often think.

“Pr i vat eiheansthat friendsecamnot see what they post, but others
(like companiest an. So, their idea of “private?”

The relation between privacy and data is not obvious to many children.

They feel puzzled as to why companies collect so much of their data.


http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Talking-to-children-about-data-and-privacy-online-methodology-final.pdf
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o Even by the age of 16, ordyfew can map what happens beyond the screen,
when it comes to our digital ecology.

0 They do not know what happens to their data once it is deleted.

0 Once they realise how their datadsllected and usedhey often shift to an
outrage mode.

o Childrent hi nk “consent” should be something
Instead, they feel that they do not have a choice.

(3) How children construct their wderstanding of privacy and data, and hdveir
understanding shapes their engagement

o Childrenget their ideas about privacy from thigoersonal circumstances
(interpersonal privacy)

o0 Trying to understandhstitutional and commercial privadyom understarmling
interpersonal privacgausesa lot of confusionChildrenassume tlat comparies
would act as friend Or they transfer their personal reactions by projecting
themto the comparnes

o Childrenfeel offended thatcompanieskeepso muchdata. Theyalsothink that
nobody carsabout what theyshare onlingoverlooking thatheir data is
valuable to companies.

o Childrenengage in privacy tacti@s theywouldin interpersonal contextgvhen
engagingwith friends,using for exampledifferent namesand expedngthis to
confuse their online profiling



(4) From empowered to powerlesshildren

Childrenfeel confidentthat they are the pioneers of the digital world. They also
use a very moral language refer to what isoffensive or appropriate aboutow
their dataisused

Once they feel outraged after realising what internet corporations do with their
data, theyfeel powerless andescribe the futuren dystopian BlackMirror-like,
termsand emphasiséhat Mark Zuckerberg is always watching you

(5) What children wat:

Theywant a lot of changes when it comés the online services and platforms
they use

Theyalsowant childfriendly Terms & Conditiongheir accounts to be private by
default, to be able to deletenline contentwhen they want.

(6) As for the teacherand parents who were interviewed
They havea senseéhat there is something at stake.

Parentsare full of questionsand need suppottThey havejuestions for
instance, abouhow schoos and companies are handling dafend they try to
understand their ow responsibilities.

They do not know wat happens with theic h i | dlatae n* s

Teachersby contrast, arenore pragmatic They aranterested in whatwvorks
for teaching.They focus on safeguardiagdare very trusting and hopeful that
the school has evetlying under control.

(7) Recommendations:
We need to find better ways to talk about different kinds of privacy
We needchild-rightsrespecting policies

We need to make sure thahildrencanbe taught better in schoddy placing
more emphasis ordigital literacy.

(8) Toolkit @vailable atvww.myprivacy.uk

This was designed to improvl-16-yearo | dirslérstanding of their data and
privacy online.

It includes guidance and resources for parents and educators.

It is aninteractive toolkitthat focuseson questiors and activities around what
datais, whywe should care, what we mean by personal information online


http://www.myprivacy.uk/

It also hagvatch and play activitiesand it ha an international reach.

What kind of schools dithe team approachdiversity was aimed fan terms of
location and socieconomic statusSocieeconomic statusvas crucialn shaping what
children know, and how they talk about, their data and privacy

Where does'institutional privacy fit in their researchwhile alotofc hi | dr en’ s, pa
and t eamcérres are aout commercial privatiyere are a number of ways
whichdistinguishing between the three types of privasykey. In terms of trusthere is

a need for institutions to be trustworthy. If schools treatech i | dlatae n’ s

appropriately they would setgood exampleWhile there isa question of how ando

what extentit may be possible to regulatgobal corporationswe can be more

successfulat regulatingour public institutions.

Thirteenis generally accepteby childrenasthe appropriate ageo use online
platforms There is support for stronger age verification enforcement.

The idea of an agappropriate desigrcodeis that it isprimarily forchildren but also
adults would benefit from it, who do not necessariknow much more aboutlata and
privacy. If something works for childrenjstlikely towork for adults too.

When we do not understand something, we need to have trustades where we
can gather informationThisis what pronpted the teamto developan onlinetoolkit.

The attendees were asked to discuss in groupatevidencee x i st s about chil dr
and privacywhat gapsand questionsieed to be addressednd whythey matter for
different sectorsThey were then asked to reconvene astthre what they had discussed

Questions that need to be addressed:
(1) Understandng and redesigning theigital environment
Howdoesdata flow?
How is trust on the internet found, lost and used?

Is age verification advisable, considering that it requires users to share more
data? Relatedly, what do we benedihdlose with age venéation?

How do we involve different stakeholders?

(2) Children



How do children navigate contradmty messageand what isthe state oftheir
participationas citizen8

When it comes to surveillance and safeguarding, what really needs to be
protected?

Howcan we effectively explain consent to childrad@w do we make sure that
they give informed consent?

What are the shifts in the general social norms that underpin how children
engage online? What is acceptable or not to share?

(3) Education
Howare data and social media taught in school?

What differencesxistamong teachers in terms of digital literacy amalv
confidertly they use the interne?

How do we navigate an increasingly complex educational matrix where the
issues to tackle are being amplified by technology? How do we address
knowledge and power asymmetries between tech corporations and lay publics?

Do we need more interaction betweenicH dr en and school s’
officers?

There is a disconnect between what parents and children know about their data

Children and parents often userms interchangeably, soigreally hard to
understand what they know.

It is hard to find the right balance between protexj children excepting them
to participate in the digital environmenrénd regulation.

We need to makéhe legal language accessible and explain to children how their
data is managed in ways that cae blearly understood.

CrossEuropean research is needed.



Age appropriate design: A code of practice for online services
(Elanor McCombepformation @2 Y Y A & A @8 NI &

Elanor McCombes a Project Managerat the ICOworking on thedevelopment ofthe Age
Appropriate Designdcie. Her presentation covered the following points:

(1) Whythe codeis needed,andwhich companiesvill be affected:

0 A code of practice for online services is needed becahgdren are at the
forefront in terms of using the interneSowe want to make sure the internet is
a safe place for them to exploréhe codds not meant tonot to putchildrenoff
using the internebut to keep them safe.

o Multiple online service providers are going to be affected by the code, with
whom ICO igurrently consulting.

0 The code affects all internet services that are likely to be acddssehildren
including, for instanceapps, websitesgonnectedtoys, smart speakers, online
games

(2) Links with the current legislation and how the cadédeingdeveloped
0 If you are & online servicgrovider and follow the code, you are compliant with
the General Datdrotection Regulatio(GDPIR The code is rooted ithe GDPR
andtheUK’ s Dat aActR018, whech imligreed withthe GDPRIt also
draws on the United Nations Convention the Rghts of theChild (UNCRC)


https://ico.org.uk/media/about-the-ico/consultations/2614762/age-appropriate-design-code-for-public-consultation.pdf
https://ico.org.uk/media/about-the-ico/consultations/2614762/age-appropriate-design-code-for-public-consultation.pdf

It is a grounebreaking codeThe UK ishie firstcountryto develop it.

Todevelop the codelCOcalledfor evidenceand also commissioned a repor
from Revealing Reality to find otiow children and parents understand privacy.
They thendevelopeda draft codeand launched aansultation, which closed on
31 May2019 Over 450 responsesere receivedrom individuals, tech
multinationalsand media organisationsThe ICQs currently analysing the
responses.

(3) Whatisthe code about:ithe draft code contains 16 standardi.aims toprotect but
alsoto empower childrerwhen it comes tdheir data.lt isintended to maximise
i nternet d¢ranspprencyastta howtlsey handle hi | dr emd” s dat a
c hi | dafegyThe 46 standards in the code are as follows:

Anything implemenéd and designed has to be in the best interest of the child

Age appropriate applicatior the standards of the code should be applied
unlesscompanies have robust agesrification mechanisms in place

Transparency- personal data should be processed itransparent manner
Use of data lhat is detrimental tachildrenmust be avoided

Policies and community standardsTerms &onditions and featureso report,
for instance hate speecmeed tobe prominent and childriendly

Data minimisatia, in line withthe GDPR-online service providers musbllect
aminimumamount of data

Data sharing-there shouldbe clarity as towhere the data gesand whom it is
shared with

Geolocationsettings should be turned off by defaahd theyshould turn off
automaticallyafter using arapp that requiregshemto beon

Parental controls-thereshouldbe clarity as towhat parentalcontrolsare
availableand when they are on

Profiling—thereshouldb e cl ar ity as toprefiledv chi |l dr en’

Nudge technigueshat encouragechildrento give out personal information or
stay online longeshould not be used

Gonnected toys and deviceshould include effective toolk® make them
compliant with the code

Default settings- privacy settings should be high bgfaultand no incentives
should be usedlo encouragechildrento lower their settings

Online toolsshould be provided to help children report concerns
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DPIAs[Pata Protection ImpactAssessmenfs- online servicerovidersshould
identify, assesand mitigate the risksthey poseto children,in line withthe
GDPR

Governance and accountabilitythere should be clarity as what children can
do if they are unhappy withow their data has been handled.

41 CO’" s prel i minar yespbnsestbithairgcensulimn's ed on t he
Topfive positivesabout the code
It isprinciple-based
It is based on safeguarding thest interess of the child
It enables children to enjothe onlineworld while staying safe
It encouragegprivacy by default
It acknowledges differenthild developmental stages
Topfive concerns:

It will be expensive tamplement,and it clashes with thbusiness modelef
online services

It will leadde factoto age verification by defaylis it gives online service
providersthe option to choose betweehigh privacy by default or robust age
verification processwhich is less expensive to implement

It will lead toa disparity between UK and nddK businesses

ICO is overstepping its authorjgsparentsshould be in charge of hotheir
children use the iternet

The timefor online servicgroviders to make the necessary changasuld be
longer

Topfive challenges:
How will the code interact with other codes and standards?
What i s it shildi?dHow aid? Whenshouldoafchildjive conser?)

What does* o n | i n elikety ¢orhe acaessed by childfemean?Which
online services are included?

Whatdoesa® r obust agmoces®erili 6ok ali ba?

Peopleneedmore examples to understand how the code works in practice.

11



(5) Next steps:
Once althe responsesre analysedlCO wilredraft the code
It will publishthe consultationresponsesand ICQesponses

It will laythe code beforeParliament.

How is I© going to enforce the codePnultiple methods, such as providing codes of
conduct certification@nd employingenforcement tools from warning tamposng
fines There will also be gscial directorate that deals with special investigations.

How is help going to be provided to designfmsthem to understand whais in the

best interest ofchildrer?: ICO igoingto createsome data protection examples that
people can use. Theyilalso provi@ briefing documents to their staff so that they can
help designers and online servicesth tricky questionghey might have

Can the code really deal with the dilemma that to protéeatir privacyusers may need
to sharemore data? Itisultimately abouttransparencyProviderswould be expected
to betransparent abouhow they useheir data whilegivingthem thechance toopt in.

There is an overl ap bet ween -dpQdpiiatecque i nci pl
and therecently published/VVhite Paper On Online Harms

ICO is currently discussing witie Department for Digital, Culture, Méand Sport
(DCM$how theycouldenforae the code outside the UKA caseby-caseapproach
would need to be taken.

EU countries have shown interest in the coflad there is also interest from countries
outside EuropeAt the moment, these countries are waiting to see what happens in the
UK with the code.

12
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Lunch poster presentation: What do children want to change?

A new deal between children and the tech sectaifay Harman
5Rights)

Jay Harman works f&Rights a charitywhich promotesc hi | dr en’ s r agght s i n
His presentation covered the following points:

9 5Rights is interested in how digital desgrh a pes c¢ hi | dgodime. Theyexper i e
believe that there are two things that need to changgchildren need to start being
recognised by the online services they used b childrenshould betaken out of the
business models of these services.

i The internet was created underipciples of egalitarianism and libertarianism. But this
means thatchildren are treated like adultendthey canend upexposed for instance,
to inappropriate contentgambling, sexual activitteOnline servicegrovidersshoulddo
a better job atensuiingthat no children under the minimum age requirénlengage
online use their serviceButthere are a lot of children that use social mediao are
under13.We need tomove meaningfullyawayfrom a digital environment where
children are not recognisedut we also want to strive foa balance and ensure that
protecting childrendoes not mean that they benefit less from the opportunitibat
come with using thénternet. The challenge is to figure obbw to achievesuch a
balance.

9 The business models of onliserviceprovidersare based orkeepingchildren online as
long as possibleAnd they are intrinsically based on harvesting more and more data,
making children inevitably subjead to possible harmsbRightsuggess that children
should not be part oSuchbusiness models and their privacy should not be tchde

13


https://5rightsfoundation.com/

part of commerciaimodels It should be recognised thahildren have rights. Thé/hite
Paperon online harmgloes not emphasise thathildren have the right to be pretted
at any cost

We are faced therefore with a big challengereimagine the digital environment. The
guestion ishow much are we willing to change and demand tbaline services
changeWe need asystemic changeayhichiswhy 5Rightssupports ICQ Their age
appropriate code is based gminciplesthat are sound and desirablét the same time,
we need to be mindful not create too much disruption.

What does it mean thatthaldren should benefifrom the opportunitiesthat

come with using the internetvhile not paying the cos® on social network
childrenshould be able to interact and find information without having to
surrender too much of their data. Removing children fritma business models
of online platformsdoesnot mean that they would not be enjoying or using
commercial servicest means thasuch servicesould not be driven by making
money out oftargeting children andisingtheir data.

Are childremot alreadysubject to offline advertising aboyuink food for
instance, which is in itself harmfuHow is it different onlineAve need to assess
who is causingvhat type of harmsnd howparticularbusiness modslare
leading tosuchharms Butthe problemswe faceoffline should notdiscourage

us fromregulaingthe digital environment

Age verificationand age-appropriate options are not impossible to implement
successfullyThey aresafeguarding measurealat should not be dismissed a
priori. We need to question those companies that sagt such measureare
too clunky and expensive becausésihot true.

The problem withage-appropriate verificatiormeasures is trust. Users may
simply be reluctant taivemore information awayfor verification purposes

A company that is damaging the environment is not accept&ihailarly, a
company thatharms childrens not acceptableBut the questionis: have we
established precisely what harms exist online for children@d®weneed to
establishfirst what rightsneed to be acknowledged and protected?

I f we know that somet hi ngshaulddobe mi nes ch
expectedto do something to protect thenonly once wehaveprovided
evidence

We should givanternet companies the time and suppattiey needto make the
necessary changes

14



The attendees were asked to discuss in groupat should be done wheih comes to
chil dren’ s dat ahoasmedporsible for avltatyho shauld ibendeing what
what are the other actorbeyondICQ and whatthey should be doingThey were then
asked to reconvene and share what they had discussed:

The actors andesponsibilities that were emphasised are as follows
(1) The Governmenand public boees:

A multistakeholder approach is crucial, but the governm@mtdthe private
sectol) should bear more responsibility than other actgsach as parents.

Other governmenhdepartments should be involved, not just ICO.

ICO should encourage and reward best practices. Sharing good examples is vital.
Succestul child safetymeasuresonlinefor ICO entaifewer complaints and
enforcement action

The informatiorhas become a ility. We need universal technical standards for
all online servicerovidersto guide themto designtheir services anénsure
that they are safe.

Weneedtoregulate nt er net aulgefechmicudsi on s’
Digital literacy needs to be firmly embeddedthe national curriculum.

(2) The private sector:

Companies need to start brainstorming and considering alternative business
models.There should be alternatives to the current tech monopaly.
alternative could be to ask userstise platforms for free andccept advertising
or pay a subscriptiothat involves no advertisind@ut this igather elitist and
could reinforce inequalities.

Companies should think in advanaleout therisksthat children could face
when accessing thesgervices.

Even after Cambridge Analytica, there is still so much that we do not know about
how our data is handlednternet companiesieed to be more transparent and
accountable

(3) Academics:

They need to identify what succdgkchild safetyneasuresonlinelooklike and
what practices we do not want.

15



(4) The publiqincluding parents and educators):

Need tomobilise young people tmin our effortsto changehow internet
companies operate

Parents and teacherbave a responsibilitytget chi | tbnad’' s att en
providethem with insights into howtheir data is used.

SallyGreig LockwoodBB( focused on aising awarenesand creating a dialogue

She showed 8BCvideocreatedto raise awareness among young péops to how
their data is used, in relation, for instance, to facial recognition.

She emphasised thahé BBC has a duty to support children.

Shehasworked on a project orchild safety,and she isiow working on a broagr
project on multiple areas concerning child

Her job is not just about creatirigformative contentthat can reach childrerut also
to create adialoguebetweenindustry and relevant stakeholders.

Victoria Betton (NHS: the role of clinicians

The NHS has launched a new app called NHS Digital with age verification assticiated
has alsengaged with young people to create a website for mental health

Cliniciars are mindfulaboutthe privacy riskshat relate to children. Mostwof them,
however,are not actively talking to young people abauich risksnor about the
consequences of data sharir@liniciansvould not knowhow to proceedfithey found
something problematic.

JenPerssonDefenddigitalmé schools andsurveillance

When it comes to thénealth systemyou can opt out and not shasgur datafor
commercialpurposes In educationwe donot have that choice.

(hildren areconstantlymonitoredvia CCT\gndtheir data is permanently stored in
database, with longitudinal record. They often need to use their fingerprints to access
their school libraries. Anchey havepersonalised logimset up by thé& schoolsand
parents are not even informed beforeithappens. Everythinghildrentype when

16
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usingthe digital devices provided by their scho@gsecordedor safety reasons.
Schoolglo not know what to dawith all this dataBut ifthey delete it,they would not
know how to protecthem from potential iisks.

Parental consenheeds to be addressad educationChi | dren’ s exter nal
accessed and shared with others, even when they are under the age of 13.

VickiShotbolt (Parent Zonk parentsneed support but what about sharenting?

Parentstend to lackconfidence We need tosupportparentsin explairingto their
children about theidataand privacy But as a societyve do notknow enough.

The practice o$harentirg can also be probleatic. Parents routinely share a huge
amount of information about their children. Wido they dosa? A small numbeiof
parentsthink that sharentingwill boost theirc h i | @areers Whie some young
people wish their parents auld stop sharingheir photos, their parents just dismiss
their concerns.

Liz Moorse(Association for Citizenship Teachingtizenship education as part of the
solution

Theaim of her association has been supporthigh-quality citizenship educatiosince
2002,which iswhencitizenshipbecame part of the national curriculurAnd it is also
abouthelpingteachers feel more confident whdaeaching students.

When it comes to protecting children amdjuipping them with the knowldge they
need in the digital age,deication should be part of the solutiowe need toapproach
digital citizenship and media literacy as central to citizenship educatibich places
emphasi s eqguoalitgrights) freegloms dnd how to discern fescfrom fiction.

Unfortunately,citizenship is not always taught as retery school has tfollow the
national curriculum.

Should thecitizenship curriculum do a better job at teaching students alibet
broader digital environmerit Also, shoulthe notion of digital citizenshipe
approached as entailing more thamaching studentsvhat isacceptable in
terms of online behaviour2he nationalcurriculum is a compromised
document which is ery narrav and not conceptually articulatedt. has to be
translated by teachers, who work hard to give meaning tdlie Association for
Citizenship Teaching ruasquality insurance process on their teaching
resourcesAs for digital citizenshigt, should entdimore thanteachingetiquette
in the digital agelt should be abouparticipating more actively in socieénd it
is calleddigital citizenship because it places emphasis on aspectsateaiew
andtypical of the digital landscape.

Aredata and privacyopicsthat come up when speaking to childrei®t really.
Their issues tend to be more personal and tangible, less abs@hitrendo
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not feel as passionately about privacy utiieéy realise what happens with their
data.Esafety and digital education have generally been more interested in the
personal, but weéhave tostart having more conversations about the implications
of the digital environmentvhen it comes taataand privacy.

Any identity programmes that identitcitizenswill inevitably be used to censor

and exclude. There are movesrtatchc hi | dr en’ s education da
health daf. But data has been misused by public bodies tiieeHome Office.

There have beenob many misusefor citizens to trust howhe government

holds their dataWe need more transparency asuwhat data thegovernment

holds how it uses it, and who it shares it with.

We need o listen to what childrerhave to saywhendesigninghe GDPRrt he UK’ s
Data ProtectiorAct 018, the voice of childrerwasnot included But it is important to

listen to them in ways that camform how policy should be designed and

implemented.

Many questions remainon the one hand,tiere arebig questions thatwve need to keep

addressig (e.g.,Whatisharm? Wheredoes all thedatagoi n t oday’' s compl ex
ecology’). On the other handthere are manypractical questiongHow does this or that

app protect privacy? Can agerification work?)But we need to askurselves what

are we going to do once we know what children understand want to know How

will things change if peopleecomemore media literate?Vill this alterthe balance of
responsibilities among educators, government and industry>

This seminaeventwas fruitful for making connections when talking about data
protection and online harms in ways that af@ught-provoking and challenging

We have answered some questions and identified yet oth&ms we want regulation for
childrenor for everybody How will the market innovatence the Code is in foreawill
internet companies adjust their services? Will there be new market solutions? We are
on the brink of something unknown.

Moving forwarditisi ns pi r i n g -apprapriate toGels basenh theelNCRC
When thinking about solutions, waeed to recogniséhe diversity that exists in terms
of familiesand contexts.Hopefully,the market will innovate to do better on
transparency and datprotection. Hopefully, children and everybody else v
provided withreal alternatives For now, there are no real options ‘tgiving conserit
when using online platforms, as the only alternatiseo beexcluded from the world.

Trust andsharedresponsibility there are different stakeholders involvedhen it comes

to protecting children’”s rights in the con
find answers, but it is crucial to have conversations with all the actors invohretlit is

crucial to share responsibility.
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The role of media: bt of the media debate is focused on the platforrBsit wealso
need tothink about the role and responsibility thditional media, parentand
educators Andwe need to addresshe question of whether citizensust the state with
their data.

We needdifferent areas of expertise to reachfferent actors from the government to

teacher trairers,from thosewho debatewhat platformsare acceptal# to those who
design themfrom broadcastergo the public.
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Appendix I Seminar agenda

Arrival, coffee &ooster discussiori: Wh a thilddeowant to krow about

9.30-10.00 ) )
privacy
10.00— Children’ s dat:a iatn'dpemsonalj\neripryateo n |
11'00 Launch ohewfindings and privacy toolkit (including Q&A)
' Sonia Livingstone, Mariyadiibva, Rishita Nandagiri (LSE)
Breakout sessiorghair: Helen Kanedy (University of Sheffield)
11.00- Chi | dateeandprsvacy online-whatthe evidence tells us & what
12.00 gaps matter
Outcomes from theAge appropte design code consultaticand the
12.00— way forward for theDraft code of practice for online servic@scluding
12.45 Q&A)
ElanorMcCombgICO) chair: Emma Goodman (LSE)
1245- : : .
1345 Lunch &poster discussioni: What hdbdr en want to
1345 "A new deal between children and the tech seéofincluding Q&A)
14'30 Jay Harmarf5Rights)respondent Simone van der Hof (University of
' Leiden), chairLeo Ratledge (CRIN)
Breakout sessigrchair Rishita Nandagiri (LSE)
14.30- The way forward foc h i | dlataeandprigacy onlinesharing the
1530 responsibilities among stakeholdersvho should davhat and how
1530-
15 45 Coffee break
Paneldiscussion: Challenges and solutibne r c hi | dr en’ ¢
online (including Q&A)
1545- Victoria Betton (NHS), Jen Persson (Defenddigitaliiz)oorse
1645 (Association for Citizenshipeaching, VickiShotbolt (Parent Zone$ally
Greig Lockwood (BBChair: loanna Noula (LSE)
16.45— Seminarsummary and recommendations
17.00 Sonia Livingstone (LSE)
17.00 ReceptiorFields Bar & Kitcheiincolns Inn Fields, W&3LJ

Project info athttp://www.Ise.ac.uk/mediaand-communications/research/researeh
projects/childprivacyonline
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http://www.lse.ac.uk/media-and-communications/research/research-projects/childprivacyonline
https://ico.org.uk/about-the-ico/ico-and-stakeholder-consultations/age-appropriate-design-a-code-of-practice-for-online-services/
https://ico.org.uk/media/about-the-ico/consultations/2614762/age-appropriate-design-code-for-public-consultation.pdf
https://www.benugo.com/partnerships/public-spaces/parks/fields
http://www.lse.ac.uk/media-and-communications/research/research-projects/childprivacyonline
http://www.lse.ac.uk/media-and-communications/research/research-projects/childprivacyonline

Bojana Bellamy Centre for Information Policy Leadership
Victoria Betton Leeds and York Partnership NHS Foundation Trust
Jane Burger

John Carr Children's Charities' Coalition on Internet Safety
Laura Clarke NSPCC

Natalia Clifford

Charlie Cock Internet Matters

Stephanie Comey Broadcasting Authority of Ireland
Natasha Connors Ofcom

Jutta Croll Stiftung Digitale Chancen

Julie Dawson Yoti

Moushami Debnath

Hannah Ditchfield University of Sheffield

Sarah Doherty eNurture

Maria Donde Ofcom

Roland Earl British Toy and Hobby Association (BTHA)
Patrick Forman Privacy Lawyer at BT plc

Sally Greig Lockwood | BBC

Louise GoldingHann Head of eLearning at Forest School
Karolina Gombert Children's Commissioner

Emma Goodman LSE

Malgorzata Hardie

Jay Harman 5 rights

Kate Jones Childnet

Helen Kennedy University of Sheffield

Theo Knott British Computer Society

Ansgar Koene University of Nottingham

Jiemin Lee UCL

SophieCharlotte | Lemmer King s College London
Claire Levens Internet Matters

Sonia Livingstone LSE

Cliff Manning Parent Zone

Elanor McCombe Information Commissioner's Office
Robert McCombe InformationCommissioner's Office

Liz Moorse Association for Citizenship Teaching
Victoria Nash Oxford Internet Institute

Rishita Nandagiri LSE

Nora Ni Loideain Institute of Advanced Legal Studies
loanna Noula University of Leeds

Louise O Hagan Cyber Saféreland

Tunde Olatunji

Derek Palmer Live Nation Entertainment

Jen Persson Defenddigitalme
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Gianfranco Polizzi LSE

Alison Preston Ofcom

Leo Ratledge Child Rights International Network
Ralph Rogobete GSMA

Ravinder Roopra Saltridge

Renate Samson Open Data Institute

Chia Seiler Ofcom

Julia SeniorSoule Hunton Andrews Kurth LLP

Amy Shepherd Open Rights Group

Vicki Shotbolt Parent Zone

Mariya Stoilova LSE

Zoetanya Sujon University of Arts London
Bhagyashree Swami

Mimi Tatlow-Golden TheOpen University

Jimmy Tang Google

Yuchen Tao UCL

Bridget Treacy Hunton Andrews Kurth LLP
Simone van der Hof University of Leiden

Simone Vibert Children's Commissioner's Office
Jenna Wall Common Sense Media

Ge Wang University College London
Helena Webb Department of Computer Science, University of Oxford
David Wright South West Grid for Learning
Ruifeng Xu King's College London

Jun Yu LSE

SsuHan Yu LSE

Frauke Zeller Ryerson University

Jun Zhao University of Oxford

22




Appendix 3 Project outputs

Publications

T

Livingstone, S., Stoilova, M. and Nandagirifé&ttiicoming)Data and Privacy Literacy:
The role of the school in educating children in a datafied society. In D-Mems et
al. (edsHandbook on Media Education Resealobndon: Routledge.

i1 Stoilova, M., Nandagiri, R. and Livingsto
of personal data and privacy online A systematic evidence mappindournal of
Information, Communication and Society.

1 Livingstone, S., Stoilovigl. and Nandagiri, R. (201%alking to Children about Data
and Privacy Online: Research Methodoldgyndon: London School of Economics and
Political ScienceReporf [Supplement

1 Livingstone, S. Stoilova, M. and NandadR. (2019y KA f RNBy Qa 511 G Iy
Online: Growing Up in a Digital Age. An Evidence Relzewdon: London School of
Economics and Political Scienc¢Evidence Revielv [Executive summary
[SuppEment]

i Livingstone, S., Stoilova, M. and Nandagiri, R. (2Cb8)sultation response to the
I nformati on Commi ssi oner *Approfiaté DesignCd&lal | f o

1 Livingstone, S. (2018hildren: A special case for privatgtermedia 46 (2), 1&3.

Blog posts

i Stoilova, M., Livingstone, S. and Nandagiri, R. (2019) Where does your data go? Developing a
research met hodol ogy LSEMedialPolifgdinegen’ s onl i ne pi

9 Livingstone, S., Stoilova, M. and Nahdagiri,
neither personal nor privatd.SE Media Poliggnline]

9 Nandagiri, R. , Livingstone, S. and Stoil ova,
privacy onlineLSE Media Poli¢gnlin€]

i Livingstone, S., Stoilova, M. and Nandagiri, R. (2018) Privacy, data protection and the
evolving capacity of the child: What the evidence tefid SE Media Poli¢gnline]

T Yu, J., Livingstone, S. and Stoil ova, M. (20:
The implications of the evidence for agppropriate designLSE Media Poli¢gnling]

i Livingstone, S., Stoilova, M. and Nandagiri, R. (2018) Conceptualising privacy: what do, and

what should, children understand@wvw.parenting.digitalonline]
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http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Talking-to-children-about-data-and-privacy-online-methodology-final.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/talking-to-children-about-data-and-privacy-online-methodology-supplement.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Evidence-review.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Evidence-review-Executive-summary.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Evidence-review-Supplement.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Age-appropriate-design-code-call-for-evidence-08-1-Submission-by-LSE-Livingstone-Final.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Age-appropriate-design-code-call-for-evidence-08-1-Submission-by-LSE-Livingstone-Final.pdf
http://eprints.lse.ac.uk/89706/
https://blogs.lse.ac.uk/mediapolicyproject/2019/05/14/where-does-your-data-go-developing-a-research-methodology-for-childrens-online-privacy/
https://blogs.lse.ac.uk/mediapolicyproject/2019/01/28/childrens-personal-privacy-online-its-neither-personal-nor-private/
http://blogs.lse.ac.uk/mediapolicyproject/2018/12/18/11-key-readings-on-childrens-data-and-privacy-online/
http://blogs.lse.ac.uk/mediapolicyproject/2018/11/08/privacy-data-protection-and-the-evolving-capacity-of-the-child-what-the-evidence-tells-us/
http://blogs.lse.ac.uk/mediapolicyproject/2018/11/01/regulating-childrens-data-and-privacy-online-the-implications-of-the-evidence-for-age-appropriate-design/
https://blogs.lse.ac.uk/mediapolicyproject/2018/09/07/conceptualising-privacy-online-what-do-and-what-should-children-understand/

Talks

9 Livingstone, S. (201@hildren * s per sonal data and privacy
nor private.Public lecture for the Psychological Society of Ireland, Dublin.

9 Livingstone, S. (2018Yivacy literacyconsent and vulnerable users: Children and the
General Data Protection Requlatidrecture to the Oxford Internet Institute, May.

9 Livingstone, S., Stoilova, M. and Nandagiri, R. (2018) | dr en’ s concept.
online. OECD Expert consultatieh Pr ot e ct i o n coorfected warld.The en i n
University of Zurich.

9 Livingstone, S. and Stoilova, M. (2008) i | dren’ s data and pri v:
the evidence Presented at London School of Economics and Political Science,
Septanber.
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https://www.psychologicalsociety.ie/footer/PSI-Media
https://www.psychologicalsociety.ie/footer/PSI-Media
https://www.youtube.com/watch?time_continue=9&v=ltMT2x9k7zw
https://www.youtube.com/watch?time_continue=9&v=ltMT2x9k7zw
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/OECD-2018-Childrens-conception-of-privacy-online.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/OECD-2018-Childrens-conception-of-privacy-online.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Children's-data-and-privacy-online-exploring-the-evidence.pdf
http://www.lse.ac.uk/media-and-communications/assets/documents/research/projects/childrens-privacy-online/Children's-data-and-privacy-online-exploring-the-evidence.pdf

Wwww.myprivacy.uk

LSE e

MyPrivacy UK | For parents

o= MY DATA AND
PRIVACY ONLINE

A toolkit for young people

2

66 Well we don't

My privacy
Imagine that the internet knows everything about you! Does it matter if it does? What Prinitor sharé
can you do to protect your privacy and data online?

se the internet a lot in our &

y is our data being collected and

al
‘Pl:\“ﬂ;fgﬂg)g stfl, but il ip you 8 of these questions. It has been developed in

somewhere. There’s Recipient
the question of where 1yt out below!
does it go. 99

boy, year 11, Midlands

Online privacy: what's the issue? We Who has my data? Sometimes apps Who Y
share a lot about ourselves online, why collect information that's unexpected data and how do they use it?
does it matter? See what apps collect about you and

how.

WHAT IS
IMPORTANT
T0 MEIS...

7

As a child, you are What can go wrong? Things might We spoke to
entitled to extra protection. See what sometimes go in unexpected directions. many children across the country. See
rights you have See what might go wrong - now or in what questions and suggestions they
the future have

e ? This is where you Watch and play Privacy can be funl!
problems and seek help from Watch some videos and play games.

privacy. Find out more. trained professionals

How to protect my privacy? There are a Where to ¢
lot of things you can do to protect your can report




