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A Simple Framework for the Estimation of Climate

Exposure

. 1
Xavier Vollenweider

Abstract

This article introduces a new methodology to esmelimate exposure at the
household's level with the standardized precigitaBvapotranspiration index (SPEI)
as its building block. As the probability distribort of the SPEI is known, one can
easily recover the marginal probability distributicof expected consumption.
Furthermore, the approach is simple enough to actmate quantile regressions and
hence offer the opportunity to broaden the scopa@finalysis to different categories
of the population. | illustrate the methodology lwa case study on Ethiopia. | find
notably that while poor households in the most renvillages are almost as resilient
to a 10-year return period drought as poor houskshialing in the vicinity of a town
(up to 20 km), the contrary is true for richer helislds: the ones living in remote

parts of Ethiopia are much more at risk than teeburban counterparts.
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Rural Economy and Development Programme of Teagasc, the Agriculture and Food Development
Authority of the Republic of Ireland. | would like also to extend my thanks to both my supervisors,
Salvatore Di Falco and Cathal O’'Donoghue.



. Introduction

The seminal paper of Sandmo (1971) showing thitleisds to underinvestment and
underproduction contributed to establishing thenecaics of production under
uncertainty, with agriculture as one of its favteircase studies, as an important
research stream in economics. If production risk imajor topic in the agricultural
economics literature, it is probably because “thestsingular aspect of agricultural
production is its randomness”(Chambers and Quig88). The main framework for
production risk estimation is based on the stoahgsbduction analysis of Just and
Pope (1978) and Antle (1983). These models, and dter extensions to skewness
and efficiency analysis (Di Falco and Chavas 20Qénbhakar and Tveteras 2003),
have been the backbone of hundreds of studies. Tiagg been applied to the
estimation of risk preferences, and efficiency .(&itle 1987; Koundouri et al. 2009;
Love and Buccola 1991), to estimate the role ofdiviersity as a risk mitigating
option (e.g. Di Falco and Chavas 2006; Di Falco @hdvas 2009; Smale et al. 1998)
and to water resource management(e.g. Groom 20@8). See Antti Saastamoinen
(2013) for an recent and synthetic literature navie

Although the existing estimation framework is apprate for estimatinghort-term
production risk, the estimation of climate expossreore elusiveclimate risk in the
classical framework is lumped into the larger category of production risk; a catch-all
term covering plant and animal diseases, pests, mushrooms, damages caused by
animals as well as droughts and floods. Two main reasons can explain this gap in the
literature. First, when the foundations of the stochastic production analysis
framework were laid, i.e. the beginning of the 1980s, climate change was not yet on
the political agenda. Second, weather data were not widely available in the 1980s
and geographical information system (GIS) software was still the realm of a few
specialists.

The emergence of climate change and climate adaptation as a main national and
international policy challenge following the Rio Declaration on Environment and
Development (1992) has made the estimation of household climate exposure more
necessary. Furthermore, anyone can nowadays access daily satellite and weather

station precipitation and temperature data over several decades and link them easily



with microeconomic data thanks to GIS software (e.g. Quantum GISZ, R3). Hence, a
new methodology utilizing this climate data bonanzaand answering policy needs is
required.

So far, the focus has been on estimating the production risk of the average
household. Indeed, the main tool to investigate changes in other part of a population
distribution, i.e. quantile regression analysis (Koenker and Bassett 1978), was still a
novelty at the time of the pioneering work of Just and Pope (1978). It is, however, of
interest to know how climate exposure varies between poor and rich households or

if a particular development policy is effective at decreasing climate exposure among
poorer parts of a population. Standard quantile regressions’ routines are now widely
available on common statistical software (e.g. STATA) and their extensions to panel
data, still an active field of research, are readily available via the R CRAN project, for
instance. The new methodology should hence be simple enough to accommodate
guantile regressions in order to distinguish climate exposure in different categories
of the population.

The methodology proposed in the present article is built on the use of standardized
measures of weather. The standardized precipitation index (SPI), first introduced by
McKee et al.(McKee et al. 1993, 1995), is a locaipd frequency based
characterization of precipitation levels. GuttmaBuftman 1998, 1999) widely
contributed to its popularisation by showing sonieit® key advantages over the
Palmer Drought Severity Index (Palmer, 1965), tiek of choice at the tifleThe
SPI allows the comparison of hydrological condis@tross space and time(Hayes et
al. 1999), is flexible enough to consider differ&md of droughts (e.g. hydrological

conditions at months’ scale affecting agricultureab years’ scale affecting large-

> Quantum GIS Development Team (2013). Quantum GIS Geographic Information System. Open
Source Geospatial Foundation Project. http://qgis.osgeo.org.

> R Core Team (2013). R: A language and environment for statistical computing. R Foundation for
Statistical Computing, Vienna, Austria. URL http://www.R-project.org/.

* The Palmer Drought Severity Index (PDSI) is based on a water balance equation taking into account
precipitation, moisture supply, runoff and evaporation demand at the surface level. According to
Vicente-Serrano et al. (2010), although some of the weaknesses of the PSDI have been solved by
Wells et al. (2004), the main weakness of the PDSI identified by Guttman (1998) has not been
addressed: the fixed temporal scale between 9 to 12 months and the fact that PDSI values are
affected by conditions up to four years in the past.



scale water management), simple and tractable,pansimonious in terms of data
requirement.

Note that climate change affects both changes etipitation and temperature.
Vincente-Serrano et al. (2010) have proposed trendsrdized precipitation
evapotranspiration index (SPEI) in order to takéo imccount the influence of
temperature on hydrological conditions. Its stet#@t concept and properties are
essentially the same as the SPI, although hesdhtidifference between precipitation
and potential evapotranspiration, i.e. the netrxaeof water, which is standardized.
As both temperature and precipitation have an impacagricultural production and
the livelihood of rural populations and as the SREhore sensible in the context of
Climate change, we settle for the SPEI index astandardized measure of weather.
The use of the SPEI offers the opportunity to easily characterize average production

or consumption under locally and frequency-defined weather scenarios. As the
framework is very simple, it can easily be extended to quantile regressions in order

to broaden the scope of analysis to households at different quantiles of the
population distribution. In order to control for unobserved heterogeneity, we rely on
penalized quantile fixed effects quantile regrassmoposed by Koenker (2004).

Once the climate risk exposure has been estimated, a vulnerability index is needed

to summarize the information. We rely on three indices: (1) poverty risk, (2)
expected shortfall and (3) relative risk premium. We apply the proposed
methodology to the consumption level of rural households in Ethiopia with data
from the Ethiopian rural household surveys, a panel dataset with seven rounds
conducted between 1989 and 2009, including more than 1,200 households. The
climate data come from the African Rainfall Climatology Versi@hdataset and the

Climate Prediction Center Global Land Surface Aiemperature Analysis

> The Ethiopian rural household survey data have been made available by the Economics Department,
Addis Ababa University, the Centre for the Study of African Economies, University of Oxford and the
International Food Policy Research Institute. Funding for data collection was provided by the
Economic and Social Research Council (ESRC), the Swedish International Development Agency (SIDA)
and the United States Agency for International Development (USAID); the preparation of the public
release version of these data was supported, in part, by the World Bank. AAU, CSAE, IFPRI, ESRC, SIDA,
USAID and the World Bank are not responsible for any errors in these data or for their use or
interpretation.



(GHCN+CAMS) dataset. All datasets used in the preseudy are freely available
online. In Section 2.3, we introduce methodology after a brief discussion of the
classical estimation framework; in Section 2.3, the data is presented; in Section 2.4,

the results are set out and we conclude in Section 2.5.

Il. Estimation framework

The classical risk estimation methodology was dgwed when climate and weather
data were not widely available. The emphasis wasd@nproduction risk a catch
term for drought, flood, pest and animal diseabesther words, it was viewed as all
factors affecting production which are not undee flarmer’s control, oscillating
randomly from year to year and not related to marlsk (e.g. inputs and outputs
price volatility); resources risk (e.g. fertilizerseeds and labour supply shocks),
institutional risk (e.g. changes in policyinancial risk (e.g. changes in the interest
rates charged on the debt of the farm), persosial(e.g. health issues, accidents), and
asset risks (thefts or fire damages to buildingactmimery and livestock)(Hardaker et
al. 2004; Hazell 1992). Note that financial riskygonal risk, and asset risk are rarely
controlled for in applied studies and hence arepkeininto production risk.
Furthermore, the framework was designed to disgitathe impact of different
inputs on production risk exposure. The impact efatker risk on the production
process was hence not the main concern. Most studibe literature on poverty trap
have addressed the question of weather's shocks waather risk impact on
consumption either by including a dummy variableado one if the household was
exposed to extreme events or used another weashkeindex. In the latter case, the
most popular weather risk measure has been rainéalhbility, captured by the
variance or the intra-year coefficient of variatibqfowever, such measures are likely
to introduce unobserved heterogeneity bias if e overlaps different weather
regimes. For instance, a great level of intra-ywearation might be a characteristic of
a particular weather regime and hence should nontcas risk, while in another
weather regime such variation would indeed implyater rainfalls. Dercon and
Christansen (2011) use lower quantiles of the samplain distribution to

characterize weather shocks. This approach isltisest to the one introduced in the



present paper. Its limitation is that it considirs entire sample’s rainfall distribution
when computing the quantile instead of focusingozalized weather conditions.

The goal of risk estimation has been to estimatedifferent central moments of the
probability distribution of production. The firsestral moment is the mean, i.e. the
expected output or yield. The second moment, he.variance, is a measure of the
dispersion of the possible production levels. Fatance, a farmer expecting a yield
between 200 kg/ha and 4,000 kg/ha would have aehighriance than a farmer
expecting a yield between 1,800 kg/ha and 2,208&g/ariance has hence been one
of the first measures of risk. The third momenimmarized by the skewness, is a
measure of the asymmetry of possible yields. Negaskewness implies that
expected yield is lower than the most likely ond #rat if bad and good harvests with
the same probability are compared, the bad hawiéistost more than the bumpy one
could have yield. It is hence often interpretedaasieasure of downside risk. The
fourth moment, summarized by the kurtosis, is asueaof thepeakednessf the
distribution. For a mono-modal distribution, a hilghrtosis implies that most yield
levels away from the mode are almost equally likelfis indecision between
probabilities is close to the original definitiohknightian uncertainties: a situation in
which the agent cannot assign probabilities tostteof possible events.

The key insight of Just and Pope (1978) was td #pdi production function into a
deterministic part and a stochastic part, allowimguts to be risk-increasing, risk-

neutral or risk-decreasing. The productisnis specified as follows:

v = flx, ) + h(x,¥) Vg (1)

wheref(x, #) is the deterministic production functiom,s a set of inputs? a set of
parameters to be estimatei(x,y) is the risk function, with parametejs to be
estimated, anct is a random noise identically and independentbtrithiuted {id)
according to a standard normal distribution. Gitlemlatter property, the mean of the
distribution is:
E() = E[f(x.B8) + h(x.y)"?e] = E[f(x B)] + E[h(xy) | E[e] = E[f (. B)]

= f(x.B) !
Therefore, f(x, 8) is the mean production function, introduced abmae the

deterministic part of production. As the error term is iid, the variance of the

production function can be calculated as:
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1 1 1]* 3)
var(y) = Ely — EG)]? = [f[x,ﬂ] + har)ie— [fa ) + ;L(x,ﬂagﬂ

= E [f(x8) + h(x. 1) e — E[f (. B)]]
= E[h(x,y)2e]’
= h(x¥)

and the marginal impact of a given input x on vac&is:

dh(x,y) (4)
a - T
x

Input x can be risk-increasingy & 0), risk-decreasing (<< 0) or risk-neutral
(r =0). Chavas and Di Falco (2006)extended the modetheo third moment,
allowing the computation of the marginal effects inputs on skewness, i.e. on
downside risk. Production might hence not only bihi conditional
heteroskedasticity, but also conditionaéteroskewnessind, more generally, all
moments can be function of the inputs.

Antle (1983) showed that although input effectsvaniance are not determined by
their effects on the mean, the Just and Pope agpnestricts the effect of inputs
across variance and higher moments. He proposedgdimlled ‘moments based

approach’ where the central probability moments (nean, variance etc.) are directly

specified:
pa(b) = [ vf vl ay o
i (x,8) = j[}’ — ) flylx)d i=2 (6)

where f3; relates the inpuix to the momenty,. This approach relaxes any cross-
moments restrictions: the inputs’ elasticity witsspect to variance does not restrict
their elasticity with respect to higher moments.eTdifferent moments can be
estimated using a feasible generalized least sestimator (FGLS). The first step is
hence to estimate a classical production functith WGLS, the residuals of which
are then put to the square and to the cube to &stithe variance and skewness

function. The predicted values of this set of thregressions are respectively the



mean, variance and skewness of the conditionakiltlision of each farmer’'s
production.

A limitation of these approaches is that they arghly parametric. Indeed,
specification errors in the first moment, respeaiivEquations (1) and (5), cascade
across the whole model, directly affecting thernsation of the higher moments. A
popular solution is to choose a flexible functiof@im such as the translog function,
which corresponds to a second order Taylor appratan around the mean of the
true production function (e.g. Greene 2003). Aldloumathematically appealing, the
translog functions are notoriously hard to estimaii a sample of a few hundred
observations (the usual sample size of rural haldeturveys): the set of covariates
enters the function multiple times - in level, squand through the series of
interaction terms - giving rise to important muifimearity issue¥ It is hence
difficult to obtain statistically significant estates and no test provides an objective
criterion to select which covariates to retain.|Faformation maximum likelihood
estimation and general method of moments provideenefficient results, although
issues persist. As Kumbhakar and Tveteras (2008: riftlhe idea of dropping
insignificant variables is not pursued [...] due &veral problems. First, it destroys
the flexibility of the mean output function. Secondropping one insignificant
variable caused other insignificant (significantarigbles to be significant
(insignificant) due to high multicollinearity (whicis always present in flexible
functions) and the use of a system approach. Funtive, we found no natural order
to select variables for exclusion in the presentdetio Therefore, although the
conditional expectation might fit well on averagearginal effects are difficult to
ascertain.

Recently, quantile regressions started to attract interest in the microeconomics of risk
literature (as across most applied statistical disciplines). The first author to mention the
possible application of quantile regressions to production risk analysis is probably Charles B.
Moss (2010), and the first to propose an estimation framework of production risk based on

quantile regressions were Chavas et al. (forthcoming).

Climate exposure as the marginal distribution of consumption on SPEI

® For instance, a production function with four explanatory variables, say labour, fertilizer, land and
capital, implies fourteen parameters to estimate.



Meteorologists have struggled to give a definition of drought general enough to be
comparable across areas and time: light rains in the middle of the rainy season might be the
first sign of an incoming drought in a given area, while the same level of precipitation can be
considered as totally normal at other times of the year or in another area. The standardized
precipitation index (SPI) addresses precisely these kind of issues. The SPI is a localized and
statistical measure of precipitation. It offers a comparable index across times and regions.
Indeed, it is based indeed on local frequency: given a series of cumulative local monthly
precipitation over an extended period (30 years is deemed acceptable), probability functions
are fitted on each monthly distribution and then standardized. Most commonly, a gamma

distribution is fitted with a maximum likelihood estimator.

The SPI is symmetrically distributed around zero, a value of zero representing normal
conditions, whilst below and above zero values represent dry and wet conditions
respectively, with values between -0.5 and 0.5 considered as nearly normal. Although the SPI
is theoretically unbounded, values below -3 and above 3 are extremely rare as they occur
with a probability of 0.1%. Assuming that weather events are identically and independently
distributed, catastrophic droughts and floods can be defined as SPI values above and below

+ 2.3, i.e. a drought or flood with a return period of 100 years (Guttmann 1999). Values
above and below + 1.9 can also be considered as extreme events as they have a return
period of 35 years, that is more than one generation.

Recently, Vincente-Serrano et al. (2010) have pedo focusing on the
evapotranspiration index (SPEI) in order to taken@te change into account. The
intuition is the same, the only change being thaisinot precipitation, but the
evapotranspiration index that is standardized. dteae several evapotranspiration
indices, but they are all based on the same lotamely the difference between
precipitation and potential evapotranspiration. Theimplest potential
evapotranspiration index in terms of data requirgnethe Thornton index. The only
data needed are the latitude and the temperatheed@tailed derivation of the SPEI
can be found in Vincente-Serrano et al. (2010).

The great advantage of using the SPEI (or the ISRRHowing that it is distributed as
a standard normal distribution. Hence, once we hesemated the conditional
expectation of production as a function of SPEI, @an easily reconstruct the

marginal distribution of the expected productiontloé average household. We call



this marginal distribution the average climate estype in contrast to the short-term,
or running-season, production risk exposure eséichat the classical framework. We
can safely interpret it as the climate exposuremithe time scale on which the SPEI
Is calculated.

Let's formalize the argument. The first step iettimate the conditional expectation
of production on the SPEI variable with an ordinkagst square (OLS) regression:
y=g(58) +¢

wherey is production§ is the SPElg(S$, /) is the expectation ¢f conditional onS
values and parameterized 8y and= is an identically and independently distributed
error term. In order to recover the marginal prolitgtaensity function ofg(s,£), we
simply need to compute the marginal distributionSofwhich is known sinces
follows a standard normal distribution. Hence, v@@ compute the marginal density
of g(5,5):

fy = [ ssmis)as

wheref (5) is the marginal density &
(1;’271]&“52”
[ (1/2m)e=s"/2ds

f(5) =

Production is hence characterized under a compégtef local weather scenarios, e.g.
from normal conditions to droughts and floods wilbO years’ return periods. The
marginal distributionf(x), can be summarized in different ways. We can simpl
provide the estimate of its mean, variance, skesvoekurtosis or compute the three
indices mentioned in the introduction: poverty riskpected shortfall or relative risk
premium.

Let us illustrate the idea with a simulation exseciWe assume that production
reaches a maximum in conditions slightly moisteantmormal and decreases both
with positive and negative values so that the doovthl mean has a quadratic form:
g(5,B) =By + B1S+ 5,57

Letting B, = 10, §; =1 and #, = —2, we computeg(s,f) according to a SPEI
sequence of 1,000 equally-spaced values on theerpn8,3] (Figure 1 (a)). We
superimpose in grey the density function of the ISfight axis). We then compute
the marginal distribution of(5,5) and plot it on Figure 1 (b) with the plain black

line.



Fig 1a: Conditional Expectation Fig 1b: Climate Exposure
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The intercept parameter has only a location siffiféice on the distribution: increasing
£, would increase expected consumption verticallghenFigure 1 (a) and shift(x)

to the right on Figure 2.1 (b) (not represented).cBntrast,f, and £, have higher
order effects. For a givefi;, the greater is?;, the greater is the mode ).
However, it comes at the cost of greater downsisle a&s represented by the blue
dotted line crossing above the plain black lined@t For a given level of;, an
increase irlf,!, implies a greater variance and more downside Yigk illustrate it by
setting?; = —3 (instead of -2) and drawing on Figure 1 (b) thegmal density ofu

in red. To sum-up, the parametfisandfi, characterize the climate sensitivity of the
average household, while the marginal distribufi;z) gives the climate exposure of
the average household. We can summarize climatesexg in different vulnerability
indices.

Poverty risk is easily obtained by deriving frgf{z) the probability of falling below
the poverty line. The expected shortfall, also kn@g the conditional values-at-risk,
is a standard risk metric in the finance literat{egy. Engel and Manganelli, 1999). It
is obtained by defining first a probabilistic thinesd, for instance a bad event with a
probability of occurrence of 5%, and then by commmuthe difference between the
mean under the threshold and the threshold. Wefgnadilightly by focusing on the
shortfall between the poverty line and the lowertiph mean under the chosen

probabilistically defined threshold:
K
ES(c,K)=¢— j p(S)g(5 B)ds

wherec is the poverty line an& is defined in terms of the return period of therdv

of interest. For instance, for a 35 years retumopledrought,K equals -1.9 and the



expected shortfall measures the average cost ofihg back a household to the
poverty line in the case of a 35 years return pledi@ught.
Lastly, we can compute the relative risk premiunthwie.g. Antle 1987; Chavas and

Holt 1996):

I (AP D5 FT ){z
5 i & g 24.”4 e

where g, is the " central moment, AP is the coefficient of absoltigk aversion
(Pratt) for mean-preserving spread aversion, D&ascoefficient of downside risk
aversion (Menezes et al. 1980), for mean-spreaskpring skewness preferences and
FT is the coefficient of kurtosis aversion (Rubéistet al. 2006) for mean-spread-

skewness preserving kurtosis aversion. We spdugfytility function as follows:

wherey is the coefficient of relative risk aversion argdset equal to 2 (Ligon and
Schechter 2003).

These three vulnerability indices give differentgpectives on the climate exposure
of households. The poverty risk is probably thet liedex for evaluating long term
development needs as it is mostly affected bydhation of the marginal distribution
of consumption. For instance, a policy maker irger@ in having the greatest impact
on average poverty should look at the poverty imskcator and target the population
category with the highest poverty risk. The expeécthortfall index captures
downside risk and is likely to be the most usefuldontingency planning, e.g. for the
management of emergency food stocks by humanitaoajanisations or for
designing a safety net programme. Lastly, the ivgatsk premium emphasizes the
trade-off between expected profit and risk and @¢dod used for targeting the roll-out
of private agricultural insurance policies suchnesther index insurance. Indeed, the
relative risk premium, also known as the impli@stof risk bearing, is an estimate of
household willingness to pay for risk reduction.

Note that this simple framework can be extendeseweral directions. First, we can
include other control variables such as inputs eeglonal dummies in order to
estimate how climate exposure varies according nputi mixes and regional
specificities. In the example above, this wouldrespond to shifting the parameter
;. We can also interact these variables with SPEhwestigate the presence of

higher order effects. For instance, the interactierm betweens® and an input



deemed to make farmers more climate resilient shdod positive, i.e. should
decrease climate exposure.

Second, instead of focusing on the marginal distitim of expected productiom,

we can look at the marginal distribution sfat other quantiles of thg sample
distribution. It is likely that poorer farmers mighe more exposed to climate because
of a lack ofex-anteandex-postrisk-mitigating options such as irrigated ploiguld
assets (e.g. bullocks and gold ornaments), offtfgbs, savings and affluent social
networks (e.g. relatives working in the nearby tongn). We can therefore expand the
analysis from the climate exposure of the averageséhold to the climate exposure

at different quantiles:

= a)

flu)= J g(S.8.)f(s)ds

where . = @, [cm|5) is the conditional quantile of consumption as acfion of

SPEI. Panel econometrics methods for quantile ssgye have been developed by
Koenker (2004) and Abrevia and Dahl (2008). Theyeheecently been applied by
Bache et. al (2013) to the impact of prenatal nmalesmoking on the dispersion of
birthweights and by Dahl et al. (2013) to the intpaicthe decentralization of wage
bargaining on wage dispersion. As in the classweln regression panel methods,
they allow for the control of unobserved heterogggneithin the sample.

It is interesting to note that there has been some confusion between risk and inequality in

the literature using quantile regressions. A clear example of the ambiguity surrounding
quantile regressions’ estimates is the twin papers of Peirera and Martins (2002, 2004) on the
impact of education on wages. In a first version of the paper published in Economics Letters

in 2002, the authors apply quantile regressions at each decile of the wage distribution with
education as an explicative variable. Their goal is to estimate the impact of education on
wage uncertainty across sixteen European countries. They interpret their results as follows:
“[1]f there is a large difference in the estimated coefficients between the first and last decile,
meaning that the return is much higher at the upper than at the lower decile, the individual
faces a high risk, as the individual can end up at the lower decile. If the difference is small,
there is almost no risk”(Telhado Pereira and Silva Martins 2002). Other studies based on the

risk interpretation of quantile estimates have followed, both in the banking sector and the

literature examining the impact of education on wage .



A second version of the paper, with exactly the same set of data, econometric analysis,
results and published by the same authors one year later in Labour Economics, is entitled
“Does education reduce wage inequality?”. In the latter paper, the authors give the
inequality interpretation of quantile regressions, i.e. a positive difference between higher
and lower quantiles estimates implies that education increases inequality: their “findings
imply that schooling may have a positive impact upon within-group wage inequality, as the
spread of returns increases for higher educational levels”(Martins and Pereira 2004). The
rationale behind this is that “the earnings increment associated to schooling is higher for
those individuals whose unobservable characteristics place them at the top of the

conditional wage distribution”.

It is hence akin to the latent effect interpretation of quantile regression: inequality in
conditional wage outcomes is the result of differences in innate ability revealed by quantile
regressions (Koenker 2005). Note that this interpretation is, in turn (and quite paradoxically),
related to a special case of Kanbur’s model (1979) where risk is represented by the ability
risk that an entrepreneur faces when starting a business for the first time, i.e. the
uncertainty about his own capacity to run it. Other earlier works (e.g. Friedman 1953) have
drawn the link between risk and inequality. It also echoes the concept of ‘veil of ignorance’
used in thought experiments by political philosophers to apprehend social contracts and

redistribution (e.g. Rawls 1971).

We propose to cut the Gordian knot by defining inequality as the between-sample variation
captured by quantile regression of consumption and by defining risk as the marginal
distribution of consumption before by exploiting the properties of the SPEI. Climate
exposure will be summarized in three indices: poverty risk, expected shortfall and the risk

premium.

Ill.Data

The Ethiopian Rural Household Survey (ERHS) is phdp the longest running
household survey available on development econgmirxlucted from 1989 to 2009
in seven rounds, with a staggeringly low level tifiton (see Dercon and Kirshan,
1998, for the sample frame design). On top of defreely available on the
International Food Policy Research Institute wehsitcomes with a great amount of
documentation and videos on the data collectiorcgs® and data issues. For this

paper, we use the data files on consumption andrzonty level information.



There are large seasonal fluctuations in consum@s documented by Dercon and
Krishnan (2000). As the surveys haven’t been cotedliexactly at the same period of
the year over the rounds, we follow Dercon et201@) and drop data from rounds 2,
3 and 4. Indeed, rounds 2 and 4’s data were cetleot most villages just after
harvest, when a household’s consumption is expdotée at its maximum. Round 3
is removed in order to have an equally spaced pd®84, 1999, 2004, 2009) and
avoid hence inconsistent estimates due to heteeogsnfrequency (Dercon et al.,
2012). The other rounds have been performed, omagee 6 to 9 months after
harvest.

Ethiopia changed in many aspects between 1989 @@@. 2 he country’s population
increased from 50 m to 83 m between 1992 and 2BB® (statistics). Meanwhile,
the share of the rural population is quite stalifleoagh we do observe a slow and
constant decline from 88% in 1989 to 83% in 200&stly, the road network almost
doubled between 1997 and 2007, although the sligr@ved roads did not follow suit
(from 15% to 13.7%). GDP per capita had been @diith around 2005 USD 140
until 2003 before experiencing a steep rise, regcBD05 USD $ 213 in 2009, i.e. a
52% increase in 6 years for an average GDP growthl® (World Development
Indicators, The World Bank, 2014). The domesticdf@oice index grew from 1.6 in
1990 to 1.9 in 2009. Hence it is not clearpriori, if the food security of the rural
population has increased or not over time.

The poverty head count ratio at USD $ 1.25 PPRrdtifrom 60% to less than 40%
between 1995 and 2005 (the only available periothenWorld Bank data bank).
Although the share of agriculture in the GDP dexdirfrom 61% to 47% over the
period 1989-2009, cereal yields and production muacheased. The yield hovered
around 1,180 kg/ha until 2004 before reaching 1J&¥0a in 2009, while production
had started its climb up already by the beginnifighe 1990s thanks to a large
increase in land under cereal production. In th@02Q the increase in production is
due, in equal proportion, to the increases in yaild area farmed (Tafesse, 2011). In
2007, 96% of the cultivated land dedicated to tlaénnarops (cereals, pulses, oilseeds,
vegetables, roots crops, fruits and cash crops)stihidarmed by smallholders and
their harvest in the main production seaddelfer) represents 93% of the Ethiopian
cereal productionidem. It is hence of primary concern to better assesallholders’

exposure to climate shocks.



We used two sets of data for the computation of stendardized precipitation
evapotranspiration index (SPEI) thanks to the Fkpge SPEI (Begueria and Vicente-
Serrano, 2013) with the Thornton evapotranspiratiaiex. The precipitation data
come from the African Rainfall Climatology Versi@dataset (ARC2, Novella and
Thiaw 2012), providing daily estimates at a resolutof 0.1 decimal degree from
1983 to the present, and are based on a combinaitigauge and satellite data. The
dataset has been developed as a key input of then€&aEarly Warning System
Network (FEWSNET), one of the main indicators ubgdnternational humanitarian
agencies to monitor food security. The temperatiata comes from the Climate
Prediction Center Global Land Surface Air TempeetAnalysis (GHCN+CAMS,
NOAA 2001). They come as monthly mean surfaceeamperatures at a 0.5 decimal
degree resolution over the period from 1948 togtesent. One of its recommended
uses is precisely the computation of evapotrangpirandices. Both ARC2 and
GHCN+CAMS datasets are matched with the ERHS thanksard level Kebelg
administrative boundaries shapefile (EthiopianiStiaal Agency, 2007 census).

The kebele or Peasant Associations (PA) in the rural parth& countries, were
founded by the Coordinating Committee of the Armk@dces, Police, and Territorial
Army of Ethiopia, also known as the Derg, after ke of Emperor Haile Selassie in
1974. They are the lowest administrative unit. Waveh chosen as matching
coordinates the centre of each PA computed witlraeis of Voronoi. Note that the
median area of the EHRS PAs is smaller (50°kthan the median ARC2 and
GHCN+CAMS cells (120 kihand 3,025krh on average respectively); they hence
constitute a matching metric precise enough forctimeate data resolutidn

There are three main weather regimes in Ethiopi@:northern part has a bi-modal
regime with a long rainy season from June to Sepggrand a short rainy season from
March to May (regime A); the western part of theminy has a mono-modal regime
with rainfall from June to September (regime B)dahe southern and eastern part
has a mono-modal weather regime with rains fromriaty to May (regime C)
(NMSA 1996, cited in Abebe, 2010). The approximagad-drawn partition of the
country between weather regimes, according to a ofafhe Ethiopian National

Meteorological Agency (1996) reproduced in Abeb81(®, is mapped with long

7 Area weighted precipitation and temperature means would also have been an option for PAs at the
junction of multiple cells, but given the spatial definition of the climate datasets, it would not have
affected the results much.



dashed lines in Figure 2 (a). Note that accordmthe ARC2 rainfall data for each
PA, the partition is slightly different (dotted &).

Fig. 2a: Elavation and Weather Regimes Fig. 2b: Annual Precipitation
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Figures 2: On the left, the long dashed lines dre approximate partition of the

country between weather regimes according to a 198 of reproduced in Dawit

Abebe (2010) and the dotted lines represent anrrate partition matching the

ARC2 data at Pas’ locations. The map on the righthe average annual precipitation

over the period 1990 to 2013. Although it is cléaat precipitation concentrated on

reliefs because of convective rain, there are gdifierences in precipitation between
PAs located at similar altitudes: Geblen receivessl than 320mm on average while
Yetmen, in the same agro-ecological zone, recéiies as much.

Note that the cumulative level of rainfall variesoa between PAs in regime A (fig.

2b): normal annual precipitatidfor Geblen and Harresaw (Tigray region, top North)
is only 270 mm while it is 680 mm in Yetmen (Amhacentral North). The PAs
located in weather regime C have a maximum amduciirmulative rainfall in March
while those located in weather regime A have theximum in August. We plot in
Figure 3 the annual precipitation profile for Gebleegime A), Doma (regime C) and
Yetmen (regime A). We use the climate data forgdak months in the analysis.

Figure 1: Monthly Precipitation

8 Although the ARC2 dataset would allow estimating the boundaries between weather regimes with

more precision, it is outside of the scope of the present paper.
° Normal computed on 1994 to 2013, Hoefsloot 2013, LEAP software.



Geblen Doma Yetmen

g B4 g
-~ TEM peroentie -= = TEgh percantis === TS percentiy
-, = man — .
== Zith peroentie === 26t parcantie === Mmpeoete I ;
R f - - .

We use as our dependent variable real consumpgorcgpita as provided in the
ERHS. The explicative variables are the 3 montheathed SPEI at peak rainfall
month, the agro-ecological zones, the quality efribad leading to the next town, the
distance to the nearest bank, the number of exterejents within the PA and the
presence of a non-governmental organisation (N&Qhe PA. Summary statistics

are presented in Table 1.

Tablel: Summary Statistics

Stand.

Mean Median Dev. Min. Max.
Real consumption per capita 77.63 56.79 74.17 0.88 1,109.39
(birr)
3-SPEI at peak precipitation 0.22 0.21 0.91 -1.56 2.21
month
Remote from a bank (22 km) 0.42 0 0.49 0 1
NGO in the PA 0.16 0 0.36 0 1
Extension agent in the PA 0.76 1 0.43 0 1
Road improvement 0.59 1 0.49 0 1

Although the national figures brush a rather positive picture for recent years, micro
level evidence from the ERHS warrants some caution. While the poverty rate hovers
between 45% and 50% until 1995 in the ERHS sample, it decreases to 30% in the next
3 rounds (1997, 1999, 2004) before rising again, above 50% in 2009 (Dercon et al

2012). The average consumption is 78 birr per mowtrcé USD 18) if one focuses



on the 1994, 1999, 2004 and 2009 rounds. Theresamge substantial variations
across years: the 1989, 1994 and 1995 average roptisu is around 70 birr; the
1997, 1999 and 2004 average consumption increa$slbirr while 2009 sees a 34%
drop in consumption to 60 birr per month. Consuorptiper capita includes
household-produced food and hence is directly inguady weather conditions.
Details of the real consumption per capita calemtatan be found in Deron and
Krishnan (1998)We follow Dercon and Krishnan (1998) in setting the poverty line at
the income level required to buy 2,400 calories per day, i.e. 50 birr. The vulnerability
indices are hence linked to climate related food insecurity.

According to the weather regimes identified above, we focus on precipitation in the
months of March and August for villages in weather regimes C and A respectively. As

we are interested in the hydrological conditions affecting agriculture production, we
select the three month smoothed SPEI values. We use one year lagged SPEI values as
the surveys have been conducted in pre-harvest periods, i.e. when real consumption

is still determined by the previous year’s harvest. The average SPEl is 0.21, i.e.
conditions were on average slightly wetter than normal. The minimum and
maximum are respectively -1.57 (2009, in Imdibir) and 2.2 (1994, in Trirufe
Ketchema), i.e. dry conditions with a 20 years return periods and wet conditions
close to a 100 year return period. Note that consumption prediction conditional on
values outside the sample range will have to be treated with caution and can only
represent high bound estimates, as it is likely that consumption collapses at higher
(lower) SPEI values than the one observed.

The community-level data capture some of the atassievelopment policies. Indeed,
road improvement allows better market linkages wita rest of the country and
hence offers better marketing opportunities, laeget more stable sets of products for
buying, better price smoothing when local productis adversely hit and allows
households to enter into new profitable activitfgrcon, 2012). Extension agents
remain a key development mechanism whereby civilasgs are dispatched among
rural communities to offer farm management adviog iacrease the adoption of best
farming practices. We express it as a dummy vagialgual to one if there is at least
one extension agent in the PA. Over time, all PAs @an extension agent. The
distance to the nearest bank is also of intereiteggsare a key channel in providing a
saving mechanism, a&x-anterisk management and credit for adopting more abpit



intensive inputs. Furthermore, the distance tonéerest bank serves as a proxy of the
remotenessor secludednes®f a particular PA as banks are likely to estdblis
branches in local economic centres. We expressduaamy equal to one if the PA is
located at more than 22 km from any bank, theratue being the median sample
distance. The presence of an NGO or a developngamtcg might not only have an
impact on their sectorial activity, be it educatitvealth or micro-credit; but they can
also be an important provider of jobs for the lcm@inmunity. Furthermore, in case of
an adverse climatic shock, an NGO might be abkxébe up its activity and to act as
a safety net for the local community. Dercon anglran (2003) showed that food

aid provided an insurance mechanism.

IV. Results

We start by investigating the functional shape of the relationship between real
consumption per capita and the standardized precipitation evapotranspiration index
with localized polynomial regressions. The smoothing fit is plotted in Figure 4 along
the 95% confidence intervals computed by performing 1,000 bootstraps with
replacements. The relationship is clearly u-shaped, with a maximum at 0.8, i.e.

conditions slightly wetter than normal.

Fig 4:Consumption per Capita
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We start hence the analysis with a simple pooledS Qjuadratic regression of
consumption on SPEI in order to get an idea ofaverage climate exposure in the
sample:

log(c;,) = By + B1S;: +1825§r+ it

where ¢;. is the real consumption per capita of houseliolt timet, 5 is the 3-

months smoothed SPEI at peak rainfall months@.ngﬂz 1,2,3, are parameters to be



estimated. Note that the intercef,, is the expected consumption under normal
conditions, i.e. when the SPEI equals 0. As thesgoption values are very skewed,
we apply logarithmic transformation on consumpteomd compute robust standard
errors. Results are presented in Table 2, column 1

All parameters are statistically significant (pwel<0.001). The low Rshouldn’t be a
concern as many other factors explain the betwaeation in the sample distribution
of consumption (the size of the land holding, tize &f the herd, etc). Nevertheless, a
clear pattern emerges from this simple regresstonsumption has an inverted U
shape in SPEI and reaches its maximum at a SPHe &l 0.7, i.e. in conditions
slightly moister than normal, and decreases sharpljries conditions, crossing the
poverty/hunger line at a SPEI value of -1.4, ireseverely dry conditions occurring
on average every 12 years. Consumption can al$ataer the poverty line for
extreme precipitation levels, i.e. a SPEI of 2.8ssting in an extreme flood event.
However, such events have only a 0.2% chance afraamtce and hence weight less
in farmers’ exposure to climate risk. Note, howevkat the observed SPEI values in
the sample are limited to -1.48 to 2.21, hence iptietis outside the sample range

have to be considered with care.

Figure 1: Real Consumption per Capita (a) and Climate Exposure (b)
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The graph in Figure 5 (a) is the fitted consumptioe as a function of SPEI. The
probability function of the SPEI is superimposedyisy in order to get a better sense

of the likelihood of each SPEI value. The area gmd in orange in Figure 5 (b) is



the probability mass of falling below the hungeelii.e. 11% in the present case. We
also represent the expected shortfall with a 35syeaturn-period drought (blue
arrow, 20 birr). A ‘back of the envelope’ calcutatiindicates that a 10 years return
period drought hitting a region with 100,000 inhabts would cost a humanitarian
agency on average 800,000 birciréa USD 192,000) per month in cash
vouchers/transfers to ensure that the basic foguinements are met.

Table 1: Agro-ecological Zones

Pooled Fixed FE FE FE
OLS effects QR  OR QR

L og (consumption I OLS =025 =0.5 =0.

per capita) 75
SPEI 017" 0.137 0127 014" 015
(0.01) (0.01) (0.02) (0.02) (0.02)
SPEI? -0.127 -0.05" - -0.05° -0.05
(0.01) (0.01) 0.08° (0.02) (0.02)

(0.02)

High altitude 0.05 0.09° 0.13"7
(0.03) (0.03) (0.04)
L ow altitude - - -0.08"

*kk Fokk

021" 011" (0.04)
(0.04) (0.03)

High 0.09° 0217 015 041
altitude* SPEI (0.03) (0.04) (0.03) (0.04)
L ow 0.02 -0.05 -0.08 -0.05
altitude* SPEI (0.05) (0.06) (0.04) (0.04)
High 0.05 -0.01 -0.02 -0.03
altitude* SPE|? (0.03) (0.03) (0.03) (0.03)
L ow -0.08 -001 -0.17 -
altitude* SPEI? (0.04) (0.05) (0.03) 0.15°
(0.04)
| nter cept 41" 3.87  4.077 4.39"
(0.01) (0.02) (0.02) (0.03)
Adjusted R? 0.04 0.41
F-test <0.001 <0.001

We then add a series of dummies for the agro-emabgones, taking the mid-
altitude zone \(Veyna-Degpas base category, and we interact them with ®EIS
variables:

log(c;,) = By + B1S:; + 5255+ 525, * K+ BS2* K+ 5.5, * D+ 55D + =,
whereK stands for the lowlands dummy aBdor the highlands dummy. We test for
the presence of unobserved heterogeneity with aabag multiplier test (Breusch-
Pagan), an F-test of the model with fixed effectd against pooled OLS (p-value



<0.001) and the Wooldridge test (2002). The nulpdtiiesis is rejected in all cases
with a high confidence level (more than 99.99%); wemce conclude that there are
important unobserved effects. We then comparerdhdom effects model against
fixed effects models with a Hausman test and refeenull hypothesis of convergent
estimates, preferring the fixedithin) effects model. Lastly, we test for the presence
of serial correlation threatening the strict exaggnassumption of the fixed effects
model with the Wooldridge test for serial corredatiand fail to reject the null
hypothesis of no serial correlation (p-value=0.32)e choose, therefore, a fixed
effects model to take into account the househola&ibserved heterogeneity. The
results are reported in Table 2, column 2.

As we see,f,and i, decrease compared to Model I, implying that thienaie
sensitivity in the midlandsWfeyna Deggis lower than the average. Furthermore, it
appears that the quadratic effect of SPEI is mulhe highlands a8, = —f,, i.e. that
expected consumption would only increase in SPHlles This result has to be
nevertheless treated with caution given the lovell®f statistical significance of..

By contrast, the lowlands are much more sensitian tthe Weyna Dega & is
negative, highly significant and of greater maguétdhang, .

Computing the different indices for each regiore thid-altitude villages have, on
average, a poverty risk of 1%, the highlands of 128d the lowlands of 47%. In
terms of expected shortfall, the average househdide midlands is found to be fully
resilient even when confronted by a 35 years drougi contrast, the lowlands have
an expected shortfall of 24 birr. These results mam well with Deressa et al. (2009)
who also found a greater vulnerability in the lomda.

We now present the results across a subset ofitpsant the populations estimated
penalized quantile fixed effects quantile regressio(Koenker, 2004) and
implemented with the package rgpd (Koenker and Ba@®©l1ll). The results are
reported in Table 2, columns 3 to 5. Climate sensjtdoes not vary much between
agro-ecological zones for the lower quartile inrterof the curvature of consumption.
The only significant parameter among the interadtics the interaction of the SPEI
expressed in level with the highlands dummy: pooudeholds in high altitude
villages reach a maximum consumption in conditievetter than the rest of the
sample. Comparing the interaction terms betweetothkands dummy and the SPEI

we see that climate sensitivity increases for hbaolsis as consumption per capita



increases. It suggests, hence, an important triide-the lowlands between increase
in consumption and decrease in climate sensitithig,poorer households being stuck
in a low risk-low consumption trap, a phenomenoscdéed in the literature on the
risk-induced poverty trap.

We present in Figure 6 (a), (b) and (c) the 3 wah#ity indices across quantiles and
agro-ecological zoné% In the lowlands, the lowest quartile is trappedoverty as
its poverty risk is 100%. Furthermore, the mediaudeholds also face a risk of
poverty close to 100% while th& fuartile is slightly above 40%. This contrastshwit
the results found with OLS where the average haldehadonly a 47% risk of
poverty. Hence, it is likely that the OLS poverigkrestimate was driven downward
by the top percentiles of the population. In thedlamds and the highlands, the
poverty risk is quite low for households above tiedian although still substantial for
the £ quartile.

The results in terms of the expected shortfallpesented in Figure 6 (b). Although
the ranking of agro-ecological zones in terms sk iis respected, the differences are
much smaller. Furthermore, the ranking within zombksnges a lot, e.g. in the
lowlands the median 35-year drought expected sbiig higher than the lower
quartile one. The relative risk premium (Figure )6 ice. the implicit cost of risk,
confirms the interpretation of a risk-induced payetrap by showing that poor
households have a smaller relative risk exposugethey have already reduced risk

exposure to its maximum at the cost of a decrgaserisumption.
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A policy maker interested in having the greategtact on average poverty with, for
instance, the provision of subsidized fertilizestiould look at the poverty risk

indicator and target the lowlandsiterestingly, the expected shortfall shows that in

19 Note that the quantile regressions were run iellaw compute the indices because iaipriori not
clear how to deal with the residuals of exponemfiantile regressions when computing the conditiona
quantiles.



the case of a serious drought, it might not bepberest quartile of the population
which will require most help in the lowlands butsiead the median households
because the latter are more exposed to downsiaatelishocksLastly, the relative
risk premium shows that the implicit cost of riséaloing is the highest among richer
households, particularly in the lowlands. Hence, tligher quantile of the population
manage to get higher consumption at the cost afgelincrease in risk and should
therefore be willing to swap part of this risk agsi some kind of consumption
insurance, be it index based or of the traditi@galcultural kind.

Let’s turn now to characteristics which have evdhaver time at the community
level. The panel is shorter as the community lelata are only available for rounds 4,
6 and 7, i.e. 1997, 2004 and 2009. As noted indtta section, the 1997 round was
conducted earlier in the season and hence mighodimte some unobserved
heterogeneity. We attempt to control for it by adda year dummy for 1997. We
focus on the presence of an improvement in the feading to the next town, the
number of extension agents within the PA and tis¢éadce to the nearest bank, and
the presence of a non-governmental and/or intemaltiorganization office in the PA.

The results are presented in Table 3.

Table 2: Community development factors

Log (consumption per Fixed effects FE QR FE QR FE QR

capita) oLs 7=0.25 7=0.5 1=0. 75
1997 dummy 012" 0.1 0.18" 0.13
(0.03) (0.05) (0.04) (0.05)
Highlands 01" 0.05* 0.06
(0.04) (0.03) (0.04)

Lowlands 0.06" -008"  -0.08
(0.03) (0.03) (0.03)

Distance to the bank 0217 0277 032" 031"
(=1 if > 22 km) (0.04) (0.04) (0.03) (0.04)
NGO office in the PA 031" 0.11° 0.14" 02"
(0.04) (0.04) (0.04) (0.05)

Extension agent -0.08" 0.03 -0.02 -0.04
(0.04) (0.04) (0.04) (0.04)

Road improvement 0.05" 0.05 01" 0.3
(0.03) (0.03) (0.03) (0.04)

SPEI 011" 019" 013" 017"
(0.02) (0.02) (0.02) (0.02)

SPEI -0.08"" 0127 013" 013"
(0.02) (0.02) (0.02) (0.02)




*

Intercept 383 4197 452"
(0.05) (0.04) (0.05)

Adjusted R’ ‘ 0.7

The 1997 dummy is positive, as expected, becawsed 997 round was conducted
earlier in the season when consumption is highke distance to the bank dummy,
equal to one if the PA is located at more than &2 fkom any bank, is strongly
negative: the average household in such a PA hagpatted consumption per capita
21% lower than those in PAs closer to a centre withore vibrant economy. Note
that the effect is quite stable across quantilenefpopulation (although lower). By
contrast, the presence of an NGO office in the Fhelits mostly the median
household and above. This might be linked to tleetfaat jobs created by NGOs tend
to benefit the better educated and wealthier haldsh or it might reveal the
difficulty for NGOs to reach the poorest of the pdoterestingly, road improvement
seems again to be of greatest benefit to richersdtmalds as no consumption-
increasing effect linked to road improvement isrfdwsignificant in the 3 quartile
regression. Two specifications were tried for tkeemssion agents: a dummy equal to
1 if there is at least one extension agent (resulisented above) and the number of
extension agents (results available on requesthoAgh extension agents are found
to have anegativeimpact on expected consumption, it is only sigmifit at a p-value
of 0.054 and the effect disappears in the quardigession, so that it is likely to be
driven by outliers. Furthermore, once specifiedoiain numbers, the effect of the
extension agents is positive and significant: eadtiitional extension agent increases
expected consumption by 10% and has the most impacthe median of the
distribution.
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We present in Figures 7 (a) and (b) the impact @vepy risk and on the expected
shortfall (computed for a 10 years drought) of tleiables found significant at

different quantiles of the population. As expectdte greatest effect is clearly the
bank dummy, capturing the effect of living closea economic centre (not more
than 20 km). This large effect might be due to maffefarm opportunities or to the

support from relatives living in these economictoesr Note that, however, in the
case of a 10-year drought, poor households liviegrioy economic centres are not
much less exposed than their counterparts in ner®te regions, as shown with the
expected shortfall. By contrast, richer categoees much more exposed in remote
parts compared to their counterparts living clase economic centre. NGOs and
road improvements have a similar effect on the oisoverty and expected shortfall.
Both are, incidentally, positively correlated aridig likely that logistical reasons

favour the installation of NGOs in PAs with bettead access. Again, we see this
mirror relationship between poverty risk and expdcthortfall: these are the poorest
households who benefit the most in terms of povadly reduction but the richest

ones in terms of reduction of downside risk.

V. Conclusion

This article introduces a new methodology to estmelimate exposure at the
household level with the standardized precipitag@apotranspiration index (SPEI) as
its building block. It is based on the combinatioh climate data and household
microeconomic data. The main advantage of thisagmtr is that it is based on locally
and frequency based weather scenarios allowingerdifit measures of climate
vulnerability. Furthermore, as the SPEI is computedseveral decades, it properly
captures climate exposure rather the short-termning-season production risk
exposure estimated with classic microeconometrichaus of production risk

estimation. A limitation of the proposed methodglag that it is quite demanding in

terms of its data requirements. Indeed, the estimaif the climate exposure rests on
the assumption of observing a large range of SREieg in the sample either thanks
to a long panel or thanks to a large geographjpadasl. We note, however, that the
number of microeconomic panel datasets keeps isiogao that this limitation is

likely to fade in coming years.



Another advantage of this approach is that it isy\@mple and hence is able to
accommodate quantile regressions. Instead of enegd to think about the average
household, one can broaden the analysis to otheés p&the sample distribution.

Several indices are proposed to summarize climgpeseire. The more actionable
from a policy standpoint is likely to be the exmettshortfall, also known as the
conditional value-at-risk.

We illustrate the methodology with a case studyetmopia using the Ethiopian rural
household survey and we combine it with SPEI valestsmated with the African

Rainfall Climatology Version 2 dataset and Clim&ediction Center Global Land

Surface Air Temperature Analysis. Results show thatPAs located in the Kolla

agro-ecological zone are the most exposed to @imBtbe results are in line with
Deressa et. al(2009), although we do find greatéerdnces between agro-ecological
zones. Furthermore, we find that while poor houkiho the most remote PAs are
almost as resilient to 10-year return period drasigis poor households living in the
vicinity of town (20 km), the contrary is true fdcher households: the ones living in
remote parts of Ethiopia are much more at risk thair suburban counterparts.

The present paper could be extended in severaltidins. First, variables on the farm
inputs and output mixes could be added in the ssgwas. Second, the impact of
climate adaptation farm strategies could be tedtastly, the distributional impact of

climate could be better ascertained, either ata@oar macro scale.
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