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Watching the Watchmaker

On regulating the social in lieu of the technical

John Downer

Abstract

This paper looks at the problem of expertise irul&iipn by examining the
Federal Aviation Administration’s (FAA) ‘type-cefiiation’ process, through
which they evaluate new designs of civil aircréifhotes that the FAA delegate
a large amount of this work to the manufactureesmselves, and discusses
why they do this by invoking arguments from theislogy of science and
technology. It suggests that — contrary to popylartrayal — regulators of
‘high’ technologies face an inevitable epistemicrriea when making
technological assessments, which forces them &gd#d technical questions to
people with more tacit knowledge, and hence toulatg’ at a distance by
evaluating ‘trust’ rather than ‘technology’. It theunravels some of the
implications of this and its relation to our thesriof regulation and ‘regulatory
capture’.



Do not trust all men, but trust men of worth; tbenfier course is foolish, the latter a
mark of prudence.
~ Democritus

Introduction®

Casual attendees of the Flight Safety Foundatid8fd annual International Air Safety
Seminar, in 1990, might have been surprised to dsanior Federal Aviation
Administration (FAA) official earnestly, but perhfamjudiciously, declare that: ‘The
FAA does not and cannot serve as a guarantor afiamisafety’; and that: ‘The
responsibility for safe design, operation and neahce rests primarily and ultimately
with each manufacturer and each airlihdfter all, why have a technology regulator if
it defers responsibility for safety to the manutaets? What does regulation mean in
such circumstances?

In theory, the FAA represents the United State&enry: protecting the people’s
interests by overseeing, on their behalf, a comptekinscrutable technology they
routinely trust with their lives. Together with theiclear Regulatory Commission, they
are probably the most prominent technology regwaaoywhere in the world: framing,
promulgating and implementing an extensive netvadrpecifications and regulations
governing the design, use, and manufacture of aikiraft® An important element of
this work is the FAA's role in assessing and venifythe reliability and risk of new
designs of large passenger aircraft: the so-calpe-certification’ process, through
which the FAA confirms that safety-critical systemset the standards outlined in
Federal Aviation Regulations Part 25 (FAR-25) aad B3 (FAR-33): the ‘master
documents’ governing, respectively, the regulatblarge civil airframe$and engines
(see Lloyd & Tye 1982). If this work does not ambtmthe FAA acting as a ‘guarantor
of aviation safety’ then it is worth asking why.

! The Author would like to thank Michael Lynch, Trev@inch, Ron Kline, Bridget Hutter & Terry Drinkard
who have all generously read versions of this ééxlifferent stages and contributed their insigAtkfailings, of
course, are entirely my own.

2 Leroy A. Keith, manager of FAA's transport airpéadirectorate aircraft certification service, spagk
at the Flight Safety Foundation 43rd annual Intiomal Air Safety Seminar, 1990 (quoted in Nader &
Smith 1994: 157)

% Their work here is widely considered to be exemypland their standards have become the yardstick
and model for international aviation regulation spite this influence on foreign aviation, the riiliy

of aircraft under the FAA’s direct mandate compdee®urably with those operated in other countries.
Of the accidents that do occur under its aegiatively few are attributed directly to technolodica
failures or design problems. Between 1982 and 1@9%kxample, 163 major accidents occurred, and of
those where the causes were identified (120) o2ly fpercent were caused by a failure of the airsraf
design or systems, whereas 71.7 percent werewg&dlio human error (GAO 1993).

4 An ‘airframe’ constitutes almost every structuzlment of a plane that is not the engines.



All modern societies manage their relationship wéthnology through ‘expert
mediators’, who are usually state regulatory bodiegh as the FAA. These regulators
have become a Z4century clergy, standing between the public ardetsoteric
knowledge with which they contend, and both thelipidnd policy-makers are prone to
accept their conclusions at face value with minineélection or circumspection. Case
studies of technological practice repeatedly suithes such obeisance is misguided,
however, arguing that the surety that regulata@guently project is an unrealisable and
misleading goal (See for example, Downer 2007; Macie 1996; Pinch 1993).

By following the practical demands of type-certfiion and highlighting their
limitations, therefore, this paper will explore th8A’s complex relationship with the
technology they regulate. It will link governandeas about ‘regulatory capture’ to
insights from the sociology of scientific knowled@SK) to speak to modernity’s
complex relationship with its technological progeNpore specifically, it will argue that
modern technology regulators contend with an itatale technical problem by turning
it into a more tractable social problem, such tbegpite appearances to the contrary,
the FAA quietly assesses the people who build daneg in lieu of assessing actual
aeroplanes.

Epistemic exigencies

As part of the type-certification process, the FAlist gauge a new engine’s ability to
absorb errant birdsAs airworthiness tests go, those relating to bireisg sucked into
engines are relatively straightforward: the testensilate a ‘bird-strike’ by revving an
engine to a high speed and launching birds infi@ih a cannon (Downer 2007). The
procedure is only a minor element of total engierification — one test among many —
but a brief digression into its minutiae offersradd and important insight into the
Byzantine complexity of regulating high technolagie

Bird-strike tests are deceptively complex, desihigar straightforward appearance,

sitting atop an intricate pyramid of technical apistemological assumptions about

their representativeness, relevance and authgnfiadwner 2007). Because the FAA
cannot destroy an unlimited number of expensivenesg for instance, they try to

ensure that each test counts by recreating thet wossible bird-strikes. To this end, the
regulators stipulate a variety of carefully chosest parameters, such as the mass of the

® MacKenzie (2001), for instance, demonstratesetiah abstract and formal systems like computer
programs are impossible to ‘know’ exactly; and vehgystems are ‘messier’, the uncertainties quickly
multiply.

® The rules that govern these tests are to be fsuRAR-33, which covers the design and construction
standards for turbine aircraft engines.



birds, the number of birds, and the speed at wihief strike the engineThese
parameters reflect complex and inevitably subjecfidgements, however.

Any of the many requirements offers a glimpse of Hast fractal complexity if probed
in enough depth. One condition, for instance, & the birds hit the engine at its most
vulnerable point, which means agreeing what path@fngine is most vulnerable to
birds, and how. This vulnerable point is knowntses Critical Impact Parameter, or CIP.
For most modern turbofan engines, the CIP is tlesstmparted to the leading edge of
the fan blade, but other potential CIPs includestiness imparted to engine parts, such
as the blade root, and different variables, sucktesn,” ‘deflection’, and ‘twist’. The
FAA offers some ‘example considerations for deteing the CIP’ in a 2001 advisory
circular:

For Turbofan first stage fan blades, increasingoiihe velocity or bird mass will
alter the slice mass, and could shift the CIP fleading edge stress to some other
highly stressed feature of the blade (e.g. blad8.réor fan blades with part span
shrouds, it may be blade deflection that produbesusl shingling and either

thrust loss or a blade fracture that could be Imgit For unshrouded wide chord
fan blades, it may be the trailing edge tip of bredle which experiences damage
due to an impact induced shock wave traveling thinahe blade, or the twist of
the blade in dovetail that allows it to impact tredling blade resulting in blade
damage (FAA 2001: 4).

Without troubling to understand all the detailsehet suffices to recognise that
calculating an engine’s CIP is an ambiguous unéerga The first sentence of the
FAA’s ‘considerations’ alone portends a wealthefkoning:

... iIncreasing the bird velocity or bird mass wilier the slice mass, and could
shift the CIP from leading edge stress to somerdtighly stressed feature of the
blade ...

One implication of this observation is that thex@o straightforward relationship
between the severity of the test and the speeditbft is moving, which, by itself,
enormously complicates the question of what speedbirds should strike the engine.
The 200-knot speed is contentious, with some sraiguing that birds are often struck
when the aircraft is going faster. The maximumwéd airspeed below 10,000 feet is
250 knots and, critics suggest this should be pleed for the test to represent the most
challenging possible circumstances. The FAA corgehdt the test becomkessrather

" The bird is fired at 200 knots or 232 mph whiclhis approximate speed of an aircraft at takeadf an
landing when most bird-strikes occur. The US Airdep whose planes fly faster at low altitudes, das
60-foot cannon that will fire a 4-Ib feathered bingad first, at over a 1,000 miles per hour. Ttedyit
the ‘rooster booster’.



than more severe at speeds greater than 200 keg,se the 200-knot stipulation is
more likely to ‘result in the highest bird slice ssaabsorbed by the blade at the worst
impact angle, and therefore results in the highkeste stresses at the blade’s critical
location’ (FAA, 1998). This is also contentious.€TAirline Pilots Association doubt the
slice-mass argument, and question whether it iI®aem assumption. They also observe
that the speed civil aircraft travel at low altiesds rising beyond the 250-knot limit
(ALPA, 1999). The optimum bird speed (as with maessity, etc) varies according to
the fracture mechanics of the fan blades themsehigish, again, are contested and far
from straightforward.

Reconciling these many variables means integratamgested and uncertain research
from many disciplines. System engineers, matesieisntists, statisticians and
ornithologists, all must collaborate to form judgarts based on compromises, best
guesses and interpretations of limited evidencerd are no objective or definitive
answers.

The ambiguity surrounding the CIP is far from uralstin all good ethnographic
research [of] normally operating technological syss, one finds the same situation’
writes Wynne (1988: 153), ‘Beneath a public imafeuée-following behavior [...]
experts are opening with far greater levels of guiby, needing to make uncertain
judgments in less than clearly structured situatid we remember that the CIP is just
one of the many critical parameters of an enging-&irike test, which, in turn, is just
one of many tests the FAA puts an engine througth that engines are just one of
many systems that constitute an aeroplane, thezawéegin to appreciate the vast
scale of ‘type-certifying’ a new aircraft and theisgemic challenge of auditing complex
technology. (A challenge that is only rising agtacivil aircraft become more
sophisticated and aeronautical engineering splitstore specialties.)

Technological intimacy

The complexity of modern aircraft has long passéxval where regulating it is within
the FAA’s budget and manpower, and yet the FAA wda ill-placed to make

8 Operating under enormous strain at upwards of@@¢E@rees Fahrenheit — well above the melting
point of most alloys — modern turbojet high pressirbine-blades represent the very forefront of
materials science; their metal elements are ‘groagré single crystal.

® New computer-based avionics and flight controteiyss, for instance, have introduced software as a
safety critical component, requiring complex anfhariliar dimensions of engineering and expertise
(GAO 1993: 13); whilst, more recently, new compesitructural materials are challenging long-
established design paradigms rooted in traditiomethllurgy. ‘Probably the least reliable bits dieavy
jet transport are the avionics,’ lamented one ezwyimo the author, ‘they work or don't work givée t
phase of the moon or something’ (Anonymous comnatizo 02/03/2005).



informed judgements even with infinite resourcegytsimply lack the ‘technical
intimacy’ to make the requisite judgements aboattéthnologies they certify.

Sociologists of technology have long argued thatditderly public image of technology
belies the ‘messy reality’ of real engineering pigzand have stressed the role of tacit
knowledge (born of ‘closeness’ and ‘proximity’) technical understanding (Collins &
Pinch 1998; MacKenzie 1996). They point to epistegical dilemmas, such as the
‘problem of relevance’ or the ‘experimenter’s regg'g(Collins 1985; Pinch 1993), to
argue that technological disputes cannot be defehtresolved and that technological
practice cannot be governed by objective ‘rulegamse ‘compliance’ is inevitably a
matter of interpretation and judgement (Wynne 19B&jes can be useful, they suggest,
but technology regulation demands more than ass&limx tickers’, and regulators
require the familiarity and experience to negot@mplex indeterminacies: they cannot
be mere accountant$.

As Woods & Hollnagel (2006: 5) put it: ‘Safety istra commodity that can be
tabulated.” This is reflected, for instance, in9%8Q National Research Council report on
the FAA, which bluntly concedes that: ‘In a techomtal environment, the
determination of design and engineering adequadyparduct safety cannot be
legislated in minute detail’ (NRC 1980: 23).

Although possibly inexpedient, the FAA official’erference claim that the FAA could
not guarantee aircraft safety was far from unorttixod he General Accounting Office
(GAO), the Department of Transport (DoT), the Giéfmf Technology Assessment
(OTA), and the Aerospace Industries AssociatiorA)Alave all voiced similar
conclusions about aircraft regulation at differemes. The OTA (1988), for example,
reported that FAA personnel lacked the expertised&e good technological
judgments, while the GAO (1993: 19) similarly fouthe FAA to be ‘not sufficiently
familiar with [particular systems] to provide meagiul inputs to the testing
requirements or to verify compliance with regulststandards’.

Designee-dependency
If assessments depend on judgements that cansgsteenatised and require a degree
of technological intimacy that FAA regulators lattken how does the FAA perform its

regulatory mandate to type-certify new aircraftiges?

The answer is straightforward and surprising: ttiefggate most of it to the
manufacturers. Needing to make complex judgemerds ienvironment where rules are

9 Indeed, as Power (1997) and (MacKenzie (2003) roldar, even accountants cannot be ‘mere
accountants’, as they have their own complex anbiguous rulebook that requires interpretation.



‘interpretively flexible’ (Pinch & Bijker 1984), athlacking the tacit expertise to do so,
the FAA depends heavily on a cadre of insidersth tieir greater access, knowledge,
and experience — to help it assess new systemsné\engineer put it:

[T]here is not a way for a third party organizatiorassess our understanding of,
oh, fly-by-wire systems, FADECSs, or damage tole@rhposite design. [...]
[T]he very best method we have of discriminatingn®en those who can and
those who can't, but talk a good game, are theirgfé

This relationship is formalised in what the FAAlsdDesignated Engineering
Representatives, or DERs. The FAA is authorisetkfmutise engineers and let them act
as surrogates for the regulator: overseeing tealsulations and designs to ensure that
aircraft are compliant with aviation regulation€£Rs are employees of the
manufacturers, usually with 15 to 20 years' expegewho hold key technical positions
and work on the aircraft they assess. They arepctoedhe FAA because they are
primarily paid by the manufacturers, so the regulaéin use them in large numbers to
better leverage its resources. More significartigy give the FAA access to a reservoir
of tacit ‘hands-on’ knowledge, based on a levahgblvement not practical for FAA
personnel (NAS 1980: 7.

Although it might seem counter-intuitive, Perrov@@4: 267) observes that it is
common among organisations producing high riskrteldgies for them to play an
active role in their own regulation, ‘if only bec®ithey alone possess sufficient
technical knowledge to do so’. The FAA and its pwebsors have relied on designees,
in some form or another, since the practice was &iuthorised by Congress in the
1920s* By 2004, there were approximately 13,400 DERsquening a variety of
functions: overseeing tasks such as pilot testavagdical examinations as well as
airworthiness assessments. The designees are ttyigeyuped into 18 programs,
overseen by three FAA offices: Flight Standards,o&pace Medicine, and Aircraft
Certification (GAO 2004: 10). The regulators chotte= DERs (although designees are
usually nominated by the manufacturer), train tkeem oversee their work.

In theory, the FAA reserves key elements of théfaation process exclusively for its
own staff. The regulator’s publicly stated positisrihat designees conduct routine
functions, allowing core FAA personnel to concet@an the most critical safety areas

1 Anonymous personal communication 19/5/09
12 See also Fanfalone (2003).

3 This only applies to nationally built airlinesa-the context of this paper primarily those bujit b
Boeing. For aircraft designed and built outsideltimited States, the FAA relies on foreign authesiti
to conduct many of the certification activities édmy DERSs.

4 The DER recruitment process involves detailedawsiof the applicants’ qualifications, work
experience and job performance (GAO 2004).



such as framing the standards (GAO 2004). To this the FAA sets the regulations,
designs the tests, determines and reviews thetarahlgriteria the tests use, and makes
the final determination as to whether regulatiomssatisfactorily met (NAS 1980). Or,
at least, they do in principle.

In practice, even the limited role the FAA demaesdbr itself has grown untenable as
aircraft have become more complex. The DER systemtmave begun as a labour
practicality, where the FAA designed the tests,tevtbe standards and deputised
engineers to oversee routine compliance actiortst has grown to be much more than
this. In a 1993 report, for instance, the GAO (193 concluded the FAA was
increasingly delegating tasks it traditionally nesel for itself. As far back as 1989, an
internal FAA review similarly concluded that theyutators had been forced to delegate
practically all the certification work on Boeindghly advanced flight management
system for the 747-400, because their staff ‘wetesnfficiently familiar with the
system to provide meaningful inputs to the testaguirements or to verify compliance
with the regulatory standards’ (AIAA 1989: 49).thms instance, the extent of
delegation varied widely between branches, beiggdst in those responsible for the
advanced computer systems, (where an estimaten %% fiercent of test plans were
delegated), and lowest in branches that dealt i#th innovative fields such as aircraft
structures. In all branches, however, it was uratd@aieven 20 years ago that the FAA
was relinquishing roles it had long claimed to ireta

Circumstantial evidence testifies to a growing foleDERS since then. Between 1980
and 1992, for instance, the number of DERs overbgehe FAA’s two main branches
rose 330 percent, while the number of FAA certiima staff rose only 31 percent,
bringing the overall ratio of designees to FAA sfedm about 3 to 1 in March 1980, to
11 to 1in 1992. Again, this ratio was steepereitions that dealt with the most
complex systems — over 30:1 in some instances (G2E3: 17-19). In 1993, the GAO
(1993: 17) concluded that between 90 and 95 pedfait regulatory activities were
being delegated to DERSs.

Bureaucratic visions

!5 In an attempt to reclaim the functions it previgusept in-house, such as rule-making, the FAA has
developed a program of in-house specialists whuigeg among other things, technical assistance on
key decisions during the certification processlecethe National Resource Specialist (NRS) Program.
The FAA identified 23 areas where it needed teadimaidance and advice including engine propulsion
system dynamics, fuel and landing gear systemsramhd materials, advanced avionics. By 1998,
however, the program was still much smaller thagially envisioned, with only 11 positions
authorised, though the FAA had identified a nee®®and only 8 of the 11 actually filled (GAO 1993
12-30).



Aviation’s intimate relationship between regulaaoid regulatee will be unsurprising to
anyone more familiar with institutions where satjulation is well established, such as
healthcare (e.g. Ham & Alberti 2002) or finance (€&gorgosouli 2008). Yet self-
regulation is much less visible in what are peredito be high-technology industries,
especially where there are obvious safety concseutd) as in aviation and nuclear
power® and so the FAA's reliance on DERs is less intaitiv

Machines, unlike business practices, are invaripblyrayed as discrete and
guantifiable, by the people who govern them (Wyh@88). Policy discourses on
technology invariably favour an idealised, ‘ruléldaving’ model of regulation that
conflates ‘safety’ with ‘regulatory-compliance’. Boportray technology regulation as a
mechanical, ‘proof-driven’ appraisal of the maclsitieemselves: a process governed by
formal rules and objective algorithms that pronasancontrovertible, reproducible and
value-free assessment grounded in measuremengs tiadim expert opinion. Gherardi &
Nicolini (2000: 343) call this the ‘bureaucratisian of safety’; Porter (1995) calls it

the ideal of ‘mechanical objectivity’; both termestribe practices that replace trust in
people with trust in numbers.

As we have seen, however, this vision is an apparénd the surety it promises is
unrealistic. Where technological domains tradéhard data’ and ‘solid technical
conclusions’ their discourse is masking the amlbigsiiand social processes behind
these data. Successive studies of complex systawnesttighlighted deficiencies in the
formal descriptions of technical work embodied aligies, regulations, procedures, and
automation (e.g. Schulman 1993; Woods & Hollna@8& Wynne 1988). Wynne
speaks of 'white boxing' technology, in the sehs¢ + unlike ‘black-boxing’ —
regulators purport to make the inner workings tdanology publicly visible and
accountable even whilst obscuring the messy realdf technological practice (1988:
160).

The FAA unquestionably ‘white box’ its type certéition work to some extent:
promoting (or doing little to publicly subvert) anage of aeroplanes as definitively and
impartially ‘knowable’. Their public literature raly mentions DERgAfter the 1996
crash of ValuJet 592 in the Florida Evergladesjristance, FAA Director Hinson

16 Although some technological industries, such asK railway industry, do practice self-regulation
(Hutter 2001; Lodge 2002), this tends to be limit@the regulation of the operation of the systéams
question, rather than of the oversight of the tetitgical artefacts themselves.

" Moreover, self-regulation arguably goes furthethwegulators of technology than in other systems
that rely on self-regulation. In most cases theiliagr is capable of a degree of oversight, evén if
lacks the capacity to oversee every actor witlsmpitrview, and this allows it to selectively autii¢
degree of self-compliance among its charges. Healthsafety regulators cannot monitor every burger
restaurant but they are capable of performing heaitl safety inspections by themselves, and so can
audit a representative sample. The FAA is in a sama¢ different position.



testified at a Senate enquiry that: ‘when we sagidime is safe to fly, it is safe to fly.
There is no gray area’ (quoted in Langewiesche 1998

The FAA gently promulgates an unrealistic visiortygfe-certification (certfiction), in
part, because a more authentic portrayal woulddiaetorical legitimacy. Promoting
confidence in a new aircraft design would be aggjle if regulatory assessments were
explicitly touted as reliant on the best judgemadfithe manufacturers themselves; yet
this is essentially what happens. This is to say élviation regulation iperformativeas
well asfunctional® ‘Following rules may or may not be a good stratéagyseeking
truth,” writes Porter (1995: 4), ‘but it is a patretorician who dwells on the difference.’
‘Better to speak grandly of a rigorous method, shgs, ‘enforced by disciplinary peers,
canceling the biases of the knower and leadingiatably to valid conclusiond® With
guantitative rules and strict measurements, ‘malggment’ disappears, or such is the
impressiorf’

Conflicts of interest

If an authentic portrayal of type-certification ksc'rhetorical legitimacy’, however, it is
worth asking why.

Rules and numbers, as explained above, confeimegy because they are thought to
be impersonal and constraining, and so are thaodhhit discretion when credibility

or disinterestedness is suspect. If rules areimédct, constrictive or impersonal,
however, then the issue of credibility is not resdl This problem, again, is reflected in
aviation. When Ralph Nader and Wesley Smith (1993:wrote an exposé of airline
regulation, for instance, they noted the desigystes and lamented, incredulously,
that the FAA ‘believes in the honor system foringlcompliance’ (see also, Schiavo
1997).

Many academics would agree with Nader and Smithd#signee system does seem
like a conflict of interest. DERs effectively hatveo masters: the manufacturer who

18 In this it is similar to many other forms of expadvice, as writers such as Hilgartner (2000) and
Wynne (1988) testify. Hilgartner (2000), for instan argues that all expert bodies constitute and
maintain their authority, in part, by highly stytg their public scientific and technical pronoumemnts:
unable to calibrate the complex balance betweemrifapt (but valuable) expert opinion, on one side,
and the public’s capricious concerns, on the otthery invariably tip the scales by downplaying
inherent uncertainties.

9 For more on the authority of numbers see Andegséeinberg (1999) and Desrosieres (1998).

20 Jasanoff (2003) argues that this is especially ofithe United States; an effect, she suggests, of
distinctive American ‘civic epistemology’ born afeng democratic inclinations and the litigation-
heavy nature of American public life. Vogel (2068:7) echoes this view, linking the adversarial US
legal system with an emphasis on highly formalisethd hence legally ‘defensible’ — risk assessments
in a wide range of regulatory regimes.
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pays them, and the FAA to whom they are supposegptart problems. Indeed, the
arrangement seems exemplary of an institutiondgbadyy sometimes referred to as
‘regulatory capture’. This concept was first outlihin the 1970s by a group of lawyers
and economists at the University of Chicaj&ssentially, it is the argument that, over
time, powerful industries come to dominate the agenthat regulate them (see e.qg.
Peltzman 1976; Posner 1971; 1974; 1975; Stiglel 19his is thought to happen for
various reasons, but often because of an informatipalance that leaves the regulators
dependent on their charges (Niles 2002: 393). Atdcikehave observed the
phenomenon in a wide range of industries, but séVv@ve singled out the FAA as
particularly subject to regulatory capture (e.gn®& Koniak 1999: 148; Niles 2002).
In the blunt words of one FAA veteran: ‘To tell ttnath, the industry, they really own
the FAA’ (quoted in Niles 2002: 384).

Academics view regulatory capture as an institatigrathology because it is thought to
allow regulated organisations to pursue their sg#rest in ways regulators might
otherwise be expected to curb on the public’s bebakven to allow organisations to
leverage regulation to their own ends, at the pistost. It is said that regulatory
capture ‘puts the gamekeeper in league with thehpgya Wiley (1986: 713), for
instance, describes regulatory capture as ‘a mathedbsidizing private interests at the
expense of the public good’. Regulation can besttard as a form of audit, and as
Michael Power (1997: 9) notes, audits invariablgsuppose that the audited party is
susceptible to ‘moral hazards’.

It is not entirely clear, however, that the relatbip between regulator and regulatee is
inherently adversarial. ‘One of the inherent comyties of capture theory is its
requirement that identifiably “private” interests fistinguished from “public” ones,’
writes Niles (2002: 392), ‘But how can it be detered where the private interests of
the regulated end and the broad public interegmBe

The regulator-regulatee relationship is especaifpiguous in the aviation industry,
where observers commonly argue that the interéstsroplane manufacturers’ are
aligned with those of their regulators. Advocacychbiics such as Nader (see also,
Schiavo 1997) kindled a succession of investigatiato the DER system over the last
three decades, all of which largely dismissed toaflict-of-interest’ concern. Each
report differs slightly in its reasoning, but thenpary argument in every case is that,
rather than there being a conflictual relationdiepween regulator and regulatee, the
FAA and the manufacturer share the same interestsNational Academy of Sciences,
for instance, found succour in ‘the self-interefstn@ manufacturer in designing a safe,
reliable aircraft that would not expose them td kzdes or litigation from high profile
failures’ (NAS 1980). A view the GAO (2004) echamekr 20 years later.

2L Although, as with all ideas, it is possible todiits roots in earlier work, such as that of Marver
Bernstein in the mid 1950s (see Niles 2002: 390-1).
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This ‘aligned-interests’ argument is certainly ¢bdel Unlike the shipping industry —
where comprehensive insurance and elaborate bueggygrophylactics shield
shipping companies from disasters at sea — avigafgty is strongly linked to
profitability (Cobb & Primo 2003: 5). As Perrow @4: 167) observes:

The aircraft and airlines industries are uniquelyoired to support safety efforts.
Profits are tied to safety; the victims are neithielden, random, nor delayed and
can include influential members of the industry &uhgress.

Aeroplane manufacturers are rarely liable for lefgahages directly, but crashes are in
nobody’s interest, especially if they tar a speaifesign (which they invariably do, to a
varying extent).

The unfortunate history of the DC-10 is instructhare. During the 1970s and 80s the
DC-10 was involved in a string of high-profile agents that, although statistically
guestionable, earned it a reputation for unreligbiAs public confidence in the aircraft
plummeted TWA took out full-page advertisementesging that they owned none of
the star-crossed aircraft and American Airlinescampaigns stressing that they
serviced certain routes exclusively with Boeings\{iouse 1985: 87-89). The upshot
was a financial disaster for its manufacturer.iA@s across the world cancelled options
they held to purchase new DC-10s, and few carbieught its highly regarded
successor, the MD-11. Eventually, the historied MiBell-Douglas corporation failed
and was forced to merge with Boeing.

The sense of aligned interests in the aviationstigutseems to reach far beyond the
corporate level. Even the engineers often interjiest relationship with DERs as
complimentary rather than adversarial: the desigseaply being the people who
vouchsafe for the group’s collective efforts. ‘Aftl ...,” as one engineer explained,
‘it's very clear to all involved that we are talkjives here. It's also helpful that these
are ubiquitous commercial transports. Everyone lghat not only will they fly on
these things themselves, but their wives, motladigiren, girlfriends, you name it, will
be flying on them as well. It's a sobering thoughist me.*

Persuasive and intuitive as it is, however, thgrad-interest argument is not beyond
reproach. Manufacturers certainly see value indmgj reliable aircraft, but they juggle
other pressures as they compete in a highly demgmdarketplace. Certification
failures can be enormously expensive, and it ibgioty fair to say that the major
airframers literally ‘bet the company’ on the comial success of new aeroplane
designs. In such circumstances, it is difficultrtagine that manufacturers’ ‘risk-
tolerance’ is entirely untouched by market pressutealso seems intuitive, moreover,

22 personal communication with author, 21 May 2005.
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that an engineer who helped build a system is elylito be the most impartial judge of
it. Not to mention that the aligned-interest argatri@egs the question of why FAA
certification is necessary at all, or why the sdoodies which ultimately exonerate the
DER system will sometimes refer to the increasewgls of delegation as a ‘significant
problem’ (e.g. GAO 1993: 21).

The simple truth is that criticisms of the DER gystare largely moot because almost
every observer agrees there are few alternatives FAA would still depend on the
manufacturers for their tacit knowledge and tecbgichl intimacy, irrespective of how
the agency organised its relationship with thetaiandustry. The GAO put this
succinctly in a report: ‘The designee system fayraenting the capability of the FAA
to review and certify the type design is not orppm@priate but indispensable’ (GAO
2004). As one correspondent, a former aviationrezgyi, put it:

The FAA trusts the DERs because there really ibaiter alternative. [...] Can
you imagine the government having to create afgenj organization that is
parallel to the existing airframers and enginederri$? Oy#®

Yet, given this inevitable dependence on the mantufars to frame and to implement
aviation regulations, it is worth considering thesgtion raised above. If compliance and
corroboration ultimately rely on self-interest thehat is the purpose of airworthiness
certification?

Therole of regulator

In essence, the purpose of airworthiness certifinas much as it purports to be: to
provide some manner of external oversight. Thetepig challenges of doing this
directly are intractable, as we have seen, so Afe d&pproaches the problem obliquely
— by turning a technical problem into a social one.

This is best explained in reference to the sociplafgscientific knowledge (SSK). In
SSK (or STS) terms, the FAA’s dependency on DEBsistfrom the ‘interpretive
flexibility’ of their tests and standards (PinchBijker 1984). This is to say that aviation
insiders widely accept that an aircraft could meaedry standard, pass every test, and
still be unsafe to fly, and this leaves aviatiogulators dependent on the informal
judgements of people who are best able to make.tAesommon refrain is that
engineering assessments are ‘only as good as tipdepdoing the analysis’. As one
regulatory expert writes:

... assurance of ultra-dependability has to come fsoratiny [...] and scrupulous

% personal communication with author, 19 May 2006.
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attention to the processes of its creation; sine€annot measure ‘how well we've
done’ we instead look at ‘how hard we tried’ (Rugli993).

Rather than regulate the numbers, therefore, the fegulate the people who produce them. It
is a well-established principle in SSK that to timsnumbers is to trust the people who produce
them (Porter 1995; Shapin 1994, 1999). ‘An emphasisules and numbers’, MacKenzie
argues, ‘simply displaces, rather than solves, moés problem with trust’ (2003: 2). This is
because we cannot, ourselves, substantiate theityeshmost numbers. ‘We can, it is true,
make the occasional trip to places where [techhicadwledge is made,” writes Schaffer (1999:
498), but adds that ‘[...] when we do so, we comeisitors’. We ‘believe scientists not
because we know them, and not because of our @ixpetrience with their work,” Shapin

(1999: 270) concludes, but ‘because [...] their ckaame vouched for by other experts we do
not know.’

The DERs, in this instance, are Shapin’s ‘expedgw not know’, yet we cannot trust in them
directly. As employees of the manufacturers, DERRs@t sufficiently ‘credible’ to be the
arbiters and guarantors of the knowledge they pmulespite being the only people with the
technical competency to provide it. Herein, therefties an epistemic space in which the FAA
can work and a function they can perform: theylaaow the ‘experts we do not know’.

Modernity has a problem combining credibility wekpertise. In the seventeenth
century, the public trusted in the witness repoftgentlemen because of their credible
(or ‘virtuous’) position in society (Shapin & Sclief 1985). Having divested gentlemen
of an inherent claim to ‘virtue’ (and therefore ditglity), modern societies prefer to
invest it in independent and publicly accountalti®is, such as state regulators. Yet
these actors lack the expertise to be credibleasgtes of modern aircraft, and the actors
who possess this expertise lack the modern chaistate of virtue (independence, etc.).

We resolve this dilemma by having a virtuous witneghe FAA — attest to the virtue of
expertsecondarywitnesses, such as DERs, and warrant (as an indepg publicly
accountable actors) that these (potentially biasgdgrts are worthy of trust. The FAA
cannot assess the creditworthiness of technologiaaths directly, but they can assess
the creditworthiness of the people who make theme. Nlational Research Council
recognised this when they offered this recommendati a 1998 report:

The committee believes that design safety wouldrideanced if the FAA devoted
its engineering resources to promoting the safietiedficacy of manufacturer's
design teams and processes, rather than tryirdgtdify problems in specific
designs. The FAA should examine the technical §joations and integrity of
design organizations, including their understandihgegulations and policies and
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their ability to properly implement them (NRC 1998)

This advice explicitly recognises that the FAA'snpary function is human resource
management rather than technological assessmeuntlgirThe regulator cannot be
intimately involved in most of the tests, but bytidging and overseeing the
representatives who conduct, interpret and evendtrine tests, they can regulate
aircraft design at one remove. We might call teecond-order’ regulation.

As the NRC’s advice to the FAA suggests, secon@arelgulatory assessments look for
virtue (‘integrity’) as well as technical competendirtue in this context is complex,
amorphous and difficult to define, of course, thi$ guote, from an aviation engineer,
illustrates some of its dimensions:

[A] potential problem is with people who understahd technology but who [...]
cannot be trusted to do the right thing for thétigeason, or those who value
career progression above all else. [...] [T]he DER taebe respected by those
who work with him. He can be technically competenbrilliant, but it won’t
matter if his ability to work with other peopledgsverely compromised. [...]
Knowing where to draw the line is the $64,000 goestand that is a totally social
question without a single technically redeemingeaspy

If we look outside the FAA, we find second-ordegukation in other technologically
demanding industries. The following are excerpasnfinterviews with regulators
working for Britain’s Ministry of Defence and thé smdustry, respectively. Both are
answers to the question of how they know the teldgies they are assessing are good
enough:

I [would] get a lot of feel for people and partsavfjanizations that were good and
parts that were bad. And, | mean, in the same aghon you can get some
pockets that you wouldn't trust to program a fradchine, and other pockets that
are perfectly all right for safety-critical [work]..] It's sort of localized culture&®

We often want to know about key personnel. [...] Ulsua try and ensure some
continuity. [...] We say, ‘please don't change anyhefse key people without
consulting us first.” It's not necessarily lookiagtheir professional qualifications.

% This emphasis is borne out by the FAA's prioritid&sGAO (2004) review of the training records for
90 certification engineers showed that 43 perceceived little or no technical training that ditgct
supported certification. Instead, many receivethiing in supervisory and managerial skills on satge
such as ‘total quality management’, human relatiansl leadership development.

% Anonymous personal communication 19/5/09

%6 Anonymous interview, conducted February 1996. @myrof Donald MacKenzie
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[...] Like most things, [...] you learn to trust a coanttor, and thereafter trust them
to do it?’

The underlying principle here is far from revolutasy, and appears in many different
contexts outside of regulation. It has become dipall adage, for instance, that good
leaders are as often those who are good at delggatigood people as they are those
who are themselves prodigious. (As in Reagan’s temmaxim: ‘Surround yourself

with the best people you can find, delegate authaand don't interfere 2§ Shapin

(2008) observes that venture capitalists are aftekeen to judge the people involved in
a venture as they are to judge the business plan.

Core sets

To make these second-order judgements, the FAAthed3ERS to access what Collins
(1981, 1985, 1988) would call the ‘core set’ ofadian engineering. The term ‘core set’
refers to the narrow community of technically imfard specialists who actively
participate in the resolution of scientific andheical controversies (Collins 1988: 728).
The core set is distinctive because, even thougbhamical question may provoke
opinions from a wide range of actors (both lay prafessional), only a subset of these
actors are considered legitimate commentators:dneyhe ‘insiders’ on any given
issue, the ‘core’, whose voices are respected iévieay disagree.

We frequently resolve technical questions by deatarg the boundaries of this set:
engaging with the legitimacy of the experts in laeflengaging with the issues directly.
In explaining the age of the earth, for instance,(&s a society, if not as individuals)
defer to the opinions of academic geologists ratten those of religious
fundamentalist§? Similarly, the debate about tobacco and lung caoely ‘closed’
when states (courts, policy makers, opinion les)dearrowed their conception of the
core set by excluding the work of scientists funtdgdhe tobacco industry, even though
the work of those scientists was epistemologidaltijstinguishable — to outside
observers — from the work of independent scien{Btsg & Stanton 2001)f a
consensus is forming around global warming, moreaves because of the growing
credibility of specific communities, not because public are engaging with the
evidence directly.

27 Anonymous interview, conducted March 1995. CoyrtgfisDonald MacKenzie.

2 Not that it necessarily worked for Reagan, butatild probably be easier to attest to the merithef
Reagan presidency than to the prodigality of thep@&i himself.

29 A handful of scientists at prestigious instituamaintain the literal truth of the bible, or thahility
of cold-fusion, but, whilst either view might onaydbecome orthodox, it would be obtuse, at present,
consider either as genuinely ‘credible’ in a preaitsense.
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Although there is often disagreement within cons,sespecially at research frontiers
(see, e.g. Collins & Pinch 199%)they tend to coalesce around a consensus overdime
process that sociologists of science call ‘clos@@llins 1985; Latour 1987). To say
that a core set has reached ‘closure’ on an issnetito say it has been definitively
proven or is beyond repeal, but all facts are @taty contestable, as epistemologists
have argued since Wittgenstein, and so our starafgymbof has to be a social one (e.g.
Bloor 1976). This is why Collins & Evans (2002) aegthat knowing the consensus of
the core set is the most practicable authoritylaloba.

This authority is unavailable to us, however, if @@not identify the core set or
recognise when it has reached a consensus. Epildegsis, for instance, were
convinced of a link between smoking and lung-catmeg before it was universally
accepted by public institutions such as the co@tgy(& Stanton 20013 ‘The crucial
judgement,” write Collins & Evans (2002: 259), tsknow when the mainstream
community [...] has reached a level of social cosss that, for all practical purposes,
cannot be gainsaid, in spite of the determined siipa of a group of experienced
[interlocutors] who know far more about the [isstigdn the person making the
judgement.’

Collins and Evans (2002, 2003) argue that one neede a member of a core set to
know the set exists and to recognise its boundgras/one familiar with the day-to-
day world of epidemiology in the 1970s, for examm¥euld have been aware of its
consensus on smoking.) To refine this point, theydd expertise into two broad types:
‘contributory’ and ‘interactional’. ‘Contributoryéxpertise, by their definition, being
required to actively participate in a technical aeh whilst ‘interactional’ expertise,
being the level of familiarity sufficient to conser with the ‘contributory’ expertS.

By this view, ‘interactional’ expertise confers fidecompetencies, even in the absence
of ‘contributory’ expertise. Firstly, it allows pple to act as ‘translators’ (or what Sims
[1999] calls ‘brokers’): interpreting between diat spheres, coordinating interactions
and reconciling differences. And secondly, it akotlvem to ‘discriminate’ between
differing claims and levels of legitimacy (Colli§sEvans 2002: 2595

%0 In such cases the precautionary principle mayhbenly useful response (see, for instance,
Collingridge & Reeve 1986).

31 Our rubrics about expertise often leave us vullerso deception. As Collins (1988: 742) showss it
possible to present technical information in wadyat bbscure its meaning and validity, and that ¢his
work against the interests of the public. He gitteessexample of nuclear fuel flasks that were ‘shiadan
be safe in what was a very convincing but in reteas, highly questionable public demonstration.

32 They also suggest ‘referred expertise’ as a subgmay. This being defined as ‘the level of
competence required to deeply understand whatansio be a contributory expert’ (usually borne of
being a contributory expert in a different but agalus field).

33 Modern societies have developed shorthand ruteisiéntifying core sets on particular issues:
deferring to accredited scientists on matters sifienfor instance, to clergy on matters theol@jand

17



Collins and Evans envisage social scientists sac¢hemselves fulfilling the role of
‘interactional expert’, but their framework workstter as a lens through which to view
regulatory bodies such as the FAA. We might say-#ha are ‘knowledge experts’ in
the sense outlined by Collins and Evans: able th Giscriminate and translate. They
lack the contributory expertise required to papiate in aircraft design but are close
enough to the design process, and its core seiv® the ‘interactional expertise’
necessary to make informed judgments about it.

The DER relationship gives the FAA access to th# teorld of aircraft design — its
rumours and hearsay, ad hoc operating rules atettoe opinions — and, through this
local knowledge, a view of the social economy agqltational landscape of aviation
engineering: who is reputable, diligent, honesistivorthy. As in all social groups this
informal information constantly circulates withingneering circles. Gossip like this is
not objective, quantitative, exact or verifiableh&as none of the epistemic qualities we
think we value in technological information, yetdtthe key to ‘how we know what we
know’, and regulators lean on it heavily. It allothem to learn how the engineering
community feels about particular systems and tloplgebuilding them. They are what
Sims (1999) calls a ‘marginal’ group, in that thelgabit more than one social world,
moving between the public, policy makers and erggselhroughout the design
process they are engaged in engineering dialogoastantly negotiating with the
manufacturers about design choices. If consequgr@aple have significant doubts
about a specific design or the circumstances afr@ation, then the FAA is likely to
recognise this despite the background noise oftaohengineering dialogue and
dissent.

Limitations

The pragmatic utility of second-order regulatioreslmot necessarily make it ideal or
completely immune to the epistemic problems of ssisg complex systems, it merely
replaces one set of issues with another, moreafrbtset?

The issues it raises are reflected in the vigoooitieism that Collins and Evans’ (2002)
view on the value of interactional expertise atedavithin Science Studies. Critics,
such as Jasanoff (2003), Rip (2003) and Wynne (R@08instance, argue that an
emphasis on the ‘core set’ begs the question of igHeore’ and essentialises the
notion of ‘expertise’, which most sociologists ofence consider to be a conditional
and constructed category (Jasanoff 2003: 394-961n&'Y2003: 404). ‘In technically

to engineers on matters mechanical (each with tjmadacorresponding to incidental markers, such as
institutional prestige).

34 Engineers might like to think of this as a sorsotiological ‘LaPlace transform’.
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grounded controversies in the policy domain,” veidasanoff (2003: 395), ‘the central
guestion most often is what is going to count gsvent knowledge in the first place.’
She argues that social scientists should be pratisimg closure rather than leveraging
it for normative ends, observing that the demaocatif expertise sometimes bounds
crucially important knowledge, practices and noousof decision making (Jasanoff
2003: 395).

This critique points to significant questions abtye certification. Advocates of ‘crash
survivability’, for instance, contest many of thendinant conceptual frames of aviation
safety, such as ‘failures over time’ or the totainber of ‘catastrophic incident®.

They argue that these yardsticks make it diffibmitregulators to mandate changes that
would have saved lives, such as compulsory smo&dd)ahild restraint safety seats,
sprinkler systems, and backward-facing seats (B&ubeaper 1970; Nader & Smith
1994; Weir 20005° Carriers are reluctant to make such changes becdtke cost and
the potentially off-putting effect on customersddahe FAA is unable to make a
convincing or sustained argument for crash surviiglithout violating the
conceptual frame through which they have constdisiafety’, and their definition of a
‘safe’ aeroplane as one that does not cfash.

Perhaps a more significant shortcoming with th@sderder approach to regulation
lies in the ‘bureaucratic ideal’ behind which itles, and the widespread
misapprehension of the FAA’s role as an auditamathines rather than people. When
outsiders open the white-box of technological pcacthere is often an air of
impropriety when the bureaucratic ideal provesddalistorted. (Hence the periodic
outcries about the FAA naively trusting in an ‘hangystem’ for regulatory
compliance.) This impression of impropriety hasveese consequences, such as the
periodic investigations into the designee systeththa subsequent administrative
performances necessary to reaffirm the illusiomethanical objectivity.

More significantly perhaps, white-boxing is undematic: it separates the public from
discourses in which they have legitimate concefhs. intricacies of an engine blade
might surpass the public ken, but the relativeregts of aeroplane manufacturers and

% Their argument, broadly, is that behind these ic®ts an implicit and false assumption that aviati
disasters are inevitably fatal. Whereas aircra#lygplummet like stones from the sky and most
accidents have survivors, or people who might tsaveived were aircraft designed differently. It is
generally held that about 80 percent of US commagsiiline accidents are ‘survivable’ in the sense
that the crash impact ‘does not exceed human twdesd, and, by some estimates, about three out of
four people who have died in ‘survivable’ crashesenkilled by fire, smoke, or toxic fumes, rathiesir
by the impact itself.

% It is true that aircraft are built with a certd@vel of crash survivability, a minimum number odts,
flotation devices, lap belts, escape chutes, aindecent years — improved fire safety standanach s
less flammable upholstery. However, there are naaegs in which the FAA has been unable or
unwilling to mandate changes that would have sdived over the last few decades.

37 As Nader & Smith (1994) put it, accident survivipiimplies theevitability of aircraft accidents.
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aeroplane regulators (and the question of thegnatient) are almost certainly within the
bounds of reasonable public discourse. It follawsrefore, that the FAA might better
serve its mandate by foregoing the ‘bureaucragalicbf objective technological
mensuration despite its attractions, and promatistgad a fuller but more challenging
image of their work and its shortcomings. As Wyi(h@88: 163) puts it:

Thus a more mutually respectful, dialectical int¢ian between experts and
publics could become the context of negotiatiothofe ambiguous judgements
and responsibilities which experts currently havestercise furtively, behind a
screen of objective, rule-controlled myth.

Again, however, this appeal is far from straighitfard. It comes with all the drawbacks
of democracy. The white-box of objectivity might imedemocratic but it does create a
backstage negotiation space where experts can nmigedunate (but necessary) trade-
offs about technically complex and emotive issugbaut an eye to a fickle public,
sensationalist media and all the compromises arfsom what UK civil servants
sometimes refer to as ‘stakeholder-concern’. Th#geAdox around type-certification
arguably shields the process from the insidiousqunees of the ‘audit society’ described
by Power (1997), allowing regulators to treat tbeial indictors they audit ad
hominenproblems with tacit solutions without having tauater-productively
proceduralise them.

Conclusion

The type-certification process is important bucift are complex and inscrutable and
so their regulators depend on the tacit knowleddbeoengineers who build them. This
dependency obliges the FAA to heavily delegateeiggilatory activity. This is

surprising in the context of high-technology regoitg assessment, which fosters a
‘bureaucratic ideal’ of machines as objectively guodntitatively knowable, and raises
legitimate questions about regulatory capture. ®ese assuage such concerns by
pointing to a shared interest in design safety,amdshortcomings of this argument are
largely moot, given the FAA'’s fundamental epistexiigadvantages.

However, the FAA retains an important regulatonydiion despite this dependency by
auditing the moral-economy of aircraft engineerihgctively exploits the social
construction of technology by regulating the preoefs‘construction’ in lieu of the
technology itself: indirectly engages with the eaft by actively engaging with the
engineering core sets who design, build and aslsess This second-order regulation
brings esoteric issues about technology into nmadittonal discursive realms by
converting technical dilemmas into social probleAithough far from straightforward,
these social problems are, at le&sictableand amenable to the normal tools of social
science. They can be argued in conventional terms.

20



Sociologists of science have long acknowledged#uoessity of this transposition, but
its practical implications are under-recognisedbyader academics and policy makers.
Abandoning the bureaucratic ideal of technologyltaiipn and embracing a more
practical epistemology of technical knowledge mdattgg go of the reassuring (but
ephemeral) certainties of mechanical objectivity, i return, it offers a better
understanding of regulation and regulators. Thideustanding will never be complete,
but it does provide a better view of technologyutaion and the information it
provides. This is probably a fair trade.
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