
Downward Rigidity in the Wage for New Hires

Jonathon Hazell Bledi Taska*

November 10, 2020

Downward wage rigidity is central to many explanations of unemployment fluctuations. In

benchmark models, the wage for new hires is key, but there is limited evidence of downward

rigidity on this margin. We introduce a dataset that tracks the wage for new hires at the job

level—across successive vacancies posted by the same job title and establishment. We show

that the wage for new hires is rigid downward but flexible upward, in two steps. First, the nomi-

nal wage rarely changes at the job level. When wages do change, they fall infrequently. Second,

when unemployment rises, wages do not fall—but wages do rise strongly as unemployment

falls. We show prior strategies cannot detect downward rigidity due to job composition. Then

with a standard model, we argue downward wage rigidity at the job level is key for unemploy-

ment fluctuations. Unemployment responds four times more to negative than to positive labor

demand shocks.
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1 Introduction

Suppose there is downward wage rigidity—that is, wages do not fall during recessions. Economists

have long argued that unemployment should then rise, because the cost of labor remains high

even as labor demand falls (Keynes, 1936). So, wage rigidity leads to large unemployment fluc-

tuations over the business cycle (Hall, 2005a). Downward wage rigidity for new hires is particu-

larly important (Pissarides, 2009). Employment is a long term contract. So, the present value of

wages, which is tied to the wage for new hires, matters to workers and firms (Barro, 1977). Even

if wages in continuing jobs change little, the present value of wages can still vary if the wage for

new hires is flexible.

But consensus on wage rigidity for new hires is elusive. Job composition is a key challenge.

Prior work often uses worker level survey data without job level information. This work studies

the average wage for new hires, averaging over the jobs into which workers are hired, while con-

trolling for worker characteristics. Pissarides (2009) surveys this work. If job composition varies

over time, average wage changes reflect either changing job composition, or wage changes for

individual jobs (Gertler and Trigari, 2009). As an example, consider an economy of high wage

bankers and low wage baristas. Suppose the share of barista hires increases during recessions.

Then average wages for new hires fall, even if wages fall for neither baristas nor bankers. Con-

versely, suppose the share of barista hires decreases during recessions. Then average wages will

not fall, even if wages do fall for both barista and banker jobs.1 Estimates in the prior literature

are often too imprecise to draw conclusions. For example, the point estimate in Haefke, Son-

ntag, and Van Rens (2013) suggests strong procyclicality, but the confidence interval includes

zero cyclicality.

There is evidence of downward wage rigidity for continuing workers (Grigsby, Hurst, and

Yildirmaz, 2018). But plausible mechanisms predict wages are more flexible for new hires than

for continuing workers. For example, firms might not cut wages to preserve workers’ morale

(Bewley, 2002). This consideration may matter less for new hires.

We study a dataset on the wage for new hires, from online vacancies, collected by Burning

Glass Technologies. Our data has job and establishment level information on wages. Our main

contribution is to show that the nominal wage for new hires is rigid downward, but flexible

upward. We isolate job-level wage changes, to purge the effects of job composition. Then with a

model we argue that wage rigidity for new hires, at the job level, is important for unemployment

fluctuations.
1For simplicity we refer to previous work as studying the average wage for new hires. As we discuss later in

more detail, previous work often studies the average wage for new hires conditional on worker characteristics, by
controlling for worker level observables, worker fixed effects or proxies for job composition. Conditional on these
controls, residual job composition may still affect average wages for new hires.

2



Our dataset contains wages on new vacancies, with job titles, establishment identifiers, and

pay frequency, for 10% of all vacancies posted in the United States during 2010-2016. The

dataset collects vacancies from online job boards and company websites. The dataset has lim-

itations: it is not a representative sample, and records wages posted on vacancies instead of

the realized wage paid to new hires. Still, the dataset seems to measure the wage for new hires.

Average wages in Burning Glass closely track state-by-quarter measures of the average wage for

new hires from both survey and administrative data.2

Our dataset has an advantage relative to prior work that measures the average wage for new

hires. We can track job level variation in the wage for new hires—that is, the wage across succes-

sive vacancies posted by the same job title and establishment.3 Consider a physical location of

Starbucks, in Cambridge, Massachusetts, that regularly posts vacancies for baristas, and pays

them an hourly wage. Our data tracks the hourly wage for baristas across multiple vacancies

posted by the Starbucks. Workers are typically hired once as a barista. So worker-level data

cannot easily track the wage across successive workers hired as a barista at the Starbucks. By

studying job level wages, we can purge wages changes due to job composition, which could

obscure wage rigidity.

In the main contribution of the paper, we show that the nominal wage for new hires is rigid

downward, but flexible upward. We have three findings. First, we detect signs of a constraint on

wage setting for new hires. The wage for new hires rarely changes between successive vacancies

at the same job, wages typically change once during 5 quarters. When wages do change for a

given job, they are three times more likely to rise than to fall.

Second, at the job level, the wage for new hires rises during expansions but does not fall

during contractions. Figure 1 illustrates the result. In the figure, the wage for new hires is av-

eraged by job and quarter. On the y-axis is wage growth between two consecutive vacancies

for the same job, from Burning Glass. On the x-axis is the growth in quarterly state level un-

employment between the quarters in which the vacancies are posted, from the Bureau of Labor

Statistics.4 As state unemployment decreases, the wage for new hires rises strongly. As state

unemployment increases, wages do not fall. Figure 1 isolates job-level wage growth for new

hires. We remove variation from changing job composition, which might obscure downward

wage rigidity. We study state unemployment to overcome the short time series dimension of

the data. We then confirm the finding with regressions.5

2Posting vacancies on job boards or company websites is normally expensive, and vacancies are typically active
for a month or less. We suspect these features discourage “stale” information in vacancies.

3Here, a “job” is a job title at an establishment.
4Since many jobs do not post in consecutive quarters, sometimes the fall in unemployment between postings

is relatively large.
5Our results are robust to studying establishment variation instead of job titles within establishments; reweight-

ing to the occupation and region distribution of jobs; studying annual frequency; using city, industry, or state-
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Figure 1: Wage Growth for New Hires and Quarterly State Unemployment Changes

0
1

2
3

-3 -2 -1 0 1
 
 
 

Quarterly State Unemployment Change

Growth in Wage for New Hires

ContractionExpansion

Notes: the graph plots binned wage growth for new hires, from Burning Glass, and binned state by quarter unem-
ployment changes, from the Bureau of Labor Statistics. To construct wage growth, we take the mean wage within
each job and quarter, and then take log differences at the job level. We use 50 bins, partial out time fixed effects,
and add a non-parametric regression line.

Third, wage flexibility upward displays a form of state dependence consistent with down-

ward rigidity. When there has been a contraction in the recent past, then subsequently, the wage

for new hires responds little as unemployment falls. When there has been an expansion in the

recent past, then subsequently, the wage for new hires responds strongly as regional unemploy-

ment falls. This state dependence is consistent with downward rigidity. Wages are “trapped too

high” when there has been a contraction in the recent past, and a subsequent marginal increase

in labor demand from the trough of the contraction does not raise wages. After an expansion in

the recent past, wages overcome the downward constraint. This state dependence potentially

explains the puzzle of “missing wage growth” during the early recovery from the Great Reces-

sion.6

These findings are new and perhaps surprising. To our knowledge, no previous work doc-

industry variation; for real wages; and after using an instrument for regional labor demand based on oil price
shocks.

6See, for example, Federal Reserve Bank of Atlanta (2014). In 2014, the rapid decline in unemployment and slow
growth of wages was deemed puzzling by many observers.
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uments asymmetry or state dependence in the rigidity of new hire wages, nor infrequent wage

changes for new hires at the job level. But previous work finds the same patterns for continuing

wages (e.g. Kurmann and McEntarfer, 2017; Grigsby, Hurst, and Yildirmaz, 2018).7 Our results

suggest mechanisms that impose parity between the wage of new hires and continuing work-

ers, such as internal equity (Bewley, 2002). Our paper supports an influential conjecture, from

Gertler and Trigari (2009), that new hires’ wages are just as rigid as continuing workers’ wages.

Job level data is important for uncovering the results. The average wage for new hires, the

object of previous studies, shows no sign of downward rigidity. We examine the average wage

for new hires in our dataset. The average wage does not respond differently to rises versus falls

in regional unemployment. Similarly, measures of the average wage from worker-level survey

data, used in Haefke, Sonntag, and Van Rens (2013) and Basu and House (2016), do not display

downward wage rigidity.

We find that job composition raises the variance of average wages. So, regressions using

average wages lack the power to detect downward rigidity. Intuitively, average wages aggregate

across all types of jobs. Then average wage changes reflect either wage changes at the job level,

or changes in job composition. In the data, the share of low wage jobs is volatile. So, average

wages are also volatile. Then standard errors from regression with average wages are almost four

times larger than counterparts using job-level wages. Previous work argues that composition

biases point estimates (Gertler, Huckfeldt, and Trigari, 2016). We study a complementary effect:

composition raises the variance of estimates.

We then develop a simple extension of the canonical labor search model. The model shows

that measuring job-level wages is important because they govern unemployment fluctuations.

In the model there are multiple types of job, in order to have a precise definition of the job-level

wage. Otherwise, our model follows the standard Diamond-Mortensen-Pissarides framework.

We have two results that link our estimates of wage rigidity to unemployment fluctuations.

First, we show analytically that changes in the wage for new hires, at the job level, are particu-

larly important for unemployment fluctuations. So according to our model, we are measuring

the right object in the data. Our model also reaffirms the canonical importance of the wage for

new hires (Pissarides, 2009).8 Second, we calibrate the model to gauge the quantitative implica-

tions of our estimates of wage rigidity. The degree of downward wage rigidity in the data means

7Grigsby, Hurst, and Yildirmaz (2018) study both new hire and continuing wages, we relate their findings on new
hire wages to ours below. See Card and Hyslop (1997), Barattieri, Basu, and Gottschalk (2014), Daly and Hobijn
(2014), and Makridis and Gittleman (2019) for further evidence of continuing wage rigidity. Continuing workers’
wages do sometimes fall (Elsby and Solon, 2018; Jardim, Solon, and Vigdor, 2019). Similarly, we find that wages for
new hires do sometimes fall at the job level.

8Continuing wages do matter in other labor search models, such as models with financial frictions (Schoefer,
2015), endogenous separations (Mortensen and Pissarides, 1994; Elsby and Michaels, 2013), on the job search
(Menzio and Shi, 2011) or variable effort (Bils, Chang, and Kim, 2014).
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that unemployment responds almost four times as much to negative labor demand shocks as

to positive shocks. Moreover our model predicts large unemployment fluctuations on average,

similar to US data. So, the wage rigidity in the data solves the “unemployment volatility puzzle”

of Shimer (2005).

1.1 Related Literature

This paper contributes to three literatures. First, we contribute to the literature investigating

the causes of unemployment fluctuations. Shimer (2005) shows that a standard calibration of

the Diamond-Mortensen-Pissarides model leads to small unemployment fluctuations, com-

pared with US data. Hall (2005a), Hagedorn and Manovskii (2008), Hall and Milgrom (2008)

and Gertler and Trigari (2009) show that adding wage rigidity to the model leads to unemploy-

ment fluctuations as large as in US data. Pissarides (2009) emphasizes that in this model, the

relevant wage is for newly hired workers. Our contribution to this literature is to show that the

wage rigidity in the data generates large unemployment fluctuations.

This paper contributes to a second literature that measures wage rigidity for new hires.

In the seminal paper, Bils (1985) regresses the wage for new hires on unemployment to mea-

sure wage cyclicality. The wage for new hires is from survey data, on workers switching jobs

or entering new jobs from unemployment, without job or establishment information. The re-

gression controls for worker characteristics, but averages over the jobs into which workers are

hired—which we term the average wage for new hires. Pissarides (2009) summarizes results

from Bils (1985) and related papers. Point estimates suggest strongly procyclicality, but confi-

dence intervals often include weak or zero procyclicality. Gertler and Trigari (2009) emphasize

the challenge of job composition in interpreting these results.9

Our work complements two papers that study wage rigidity for new hires and correct for job

composition.10 First, Gertler, Huckfeldt, and Trigari (2016) study wages for workers newly hired

from unemployment. The average wage of workers hired from unemployment is plausibly less

affected by job composition than the average wage of workers switching jobs. Gertler et al find

weakly procyclical wages for workers hired from unemployment. Second, contemporaneous

with the first draft of this paper, Grigsby, Hurst, and Yildirmaz (2018) use high quality payroll

data on workers switching jobs, to measure the wage for new hires. They control for the effect

of job composition on job switchers’ wages using a matching estimator. This estimator matches

workers switching jobs to similar workers who are not switching jobs. With this adjustment, the

9Solon, Barsky, and Parker (1994) and Grigsby (2019) emphasize the difficulty in interpreting wage cyclicality
when worker composition can change.

10Other important papers using US data include Haefke, Sonntag, and Van Rens (2013), Hagedorn and Manovskii
(2013), Kudlyak (2014), Basu and House (2016) and Doniger (2019).
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wage for new hires is weakly procyclical.11

Our paper complements these two papers in two respects. First, our data is at the job level

instead of the worker level. So, we can directly correct for job composition. The worker level

data in the two related papers may not fully eliminate the effects of job composition. Second,

we find that wages are rigid downward, but flexible upward; display state dependence; and

change infrequently at the job level. The two related papers do not detect these patterns in the

wage for new hires—though Grigsby, Hurst, and Yildirmaz (2018) do detect such patterns in

continuing workers’ wages.

Our paper contributes to a third literature, that studies the consequence of downward rigid-

ity for asymmetries in unemployment. For example, Dupraz, Nakamura, and Steinsson (2016)

shows that if wages for new hires are rigid downward and flexible upward, then unemployment

rises sharply during contractions and falls more slowly during expansions.12 Our paper pro-

vides the first evidence in the US that wages for new hires are rigid downward but flexible up-

ward.

2 Data

We study an establishment level dataset of wages for new vacancies, with job titles, covering

2010-2016. The dataset was developed by Burning Glass Technologies, and draws from com-

pany websites and online job boards. The vacancy data contains wages and occupation infor-

mation at the 2- 4- or 6-digit SOC code level.13

The dataset covers approximately 10% of vacancies posted in the US, either online or offline

(Carnevale, Jayasundera, and Repnikov, 2014). Burning Glass draws from the near-universe of

job vacancy postings, from 40,000 distinct online sources. No more than 5% come from any one

source. The company employs a deduplication algorithm, to avoid double counting vacancies

that post on multiple job boards.

The dataset contains detailed information on the wage in new vacancies. The data reports

the pay frequency of the contract, for example, whether pay is annual or hourly; and the type

of salary, e.g. base pay or bonus pay. Given pay frequency, we can measure hourly earnings for

workers, i.e. the wage attached to the vacancy. The hours measure is an important advantage.

In the United States, administrative data typically does not contain hours worked, though it is

11Outside the US, Martins, Solon, and Thomas (2012), Carneiro, Guimarães, and Portugal (2012), Kaur (2019),
Schaefer and Singleton (2019) and Choi, Figueroa, and Villena-Roldán (2020) study wage rigidity for new hires.

12Petrosky-Nadeau and Zhang (2013), Chodorow-Reich and Wieland (2017), Petrosky-Nadeau, Zhang, and
Kuehn (2018), Acharya, Bengui, Dogra, and Wee (2018) and Cacciatore and Ravenna (2020) also study asymme-
tries in unemployment dynamics, when wages for newly hired workers are rigid downward and flexible upward.

13A 6 digit SOC code is granular—at the detail of, for example, a high school Spanish teacher.
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available for some smaller states such as Washington and Minnesota. Survey data tend to have

measurement error in wages (Bound and Krueger, 1991). The dataset also records any educa-

tion requirements associated with the vacancy, such as high school diploma or undergraduate

degree, if they are present.

The data report establishment and job title. Each physical location at which a firm employs

workers is an establishment, measured by company name and zip code. Job titles are extracted

from the text of the vacancies and cleaned using Burning Glass’ algorithms. Throughout the

paper, we use the term “job” to refer to a job-title within an establishment whose wages are

paid at a given frequency (e.g. annual or daily).

The dataset overweights certain occupations that disproportionately post online. Appendix

Figure 2 plots the relative share of Burning Glass occupations versus the 2014-2016 Occupa-

tional Employment Statistics (OES). In robustness exercises for our empirics, we reweight to

the occupational or regional distribution of jobs, and find little change to our results.

Importantly, Hershbein and Kahn (2016) show that the representativeness of Burning Glass

is stable over time at the occupation level. Though Burning Glass under-represents some occu-

pations relative to the CPS, the degree to which these occupations are under-represented does

not change. Hershbein & Kahn construct the share of new jobs in each 3 digit occupation, in

both Burning Glass and the CPS. The occupations that are underweight in Burning Glass at the

start of the sample period, are typically underweight by the same amount at the end of the sam-

ple period. Hershbein and Kahn’s Online Appendix Figure A3 reports this result. By contrast,

the accuracy of other popular online vacancy data, such as the Help Wanted Online series, is

declining (Cajner and Ratner, 2016).

Table 1 reports summary statistics. There are many vacancies within each state-quarter. The

dataset covers almost all 6-digit SOC occupations. A large fraction of jobs contain establishment

and job title identifiers. Roughly half of the vacancies with wage information post a range of

salaries. The rest post a point salary. For jobs that post a range, we use the mean of the range.

Appendix Section C.6 explores in detail alternative ways of treating jobs that post a range, and

finds that they do not make a difference to our key results.

The dataset of wages is a subset of the online vacancies provided by Burning Glass. In total,

Burning Glass covers around 70% of vacancies in the United States (Carnevale, Jayasundera,

and Repnikov, 2014). But only 17% of vacancies in Burning Glass include wages. So, the subset

of vacancies in Burning Glass that include wages, which is the main sample that we study in the

paper, is roughly 10% of total US vacancies. It is not clear why a minority of firms include wages

on their vacancies. Marinescu and Wolthoff (2016) show that the decision to include wages in

vacancies is a time-invariant characteristic of certain types of firms. These considerations are

likely not relevant for business cycles: in Appendix Table 1, we show that firms’ decisions to
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include wages in vacancies are not cyclical.

In many specifications, we study regional business cycle variation. We use quarterly unem-

ployment from the Local Area Unemployment Statistics (LAUS) and state employment from the

Quarterly Census of Employment and Wages (QCEW).

2.1 Measuring the Wage for New Hires with Burning Glass

We show that Burning Glass seems to measure the wage for new hires at business cycle fre-

quency. We compare Burning Glass wages to the best available survey and administrative data

on the wage for new hires and find that Burning Glass wages track these other measures. This

step is important because of two key limitations of the data. First, Burning Glass records wages

posted on vacancies, and not realized wages paid at the start of the hire. Second, Burning Glass

is neither a representative sample, nor a census, of the wage for new hires. This finding sets the

stage for our main empirical results: we can use the special features of our dataset to investigate

wage rigidity for new hires. Henceforth we refer to Burning Glass wages simply as the wage for

new hires.

First, we construct an alternative measure of the wage for new hires from the Current Popu-

lation Survey (CPS), at the state-by-quarter level for 2010-2016. The wage for new hires is from

workers switching jobs over the previous quarter, or entering jobs from unemployment. We use

the rotating panel component of the CPS’s basic monthly files, and wage data from the CPS Out-

going Rotation Group, following Haefke, Sonntag, and Van Rens (2013). Wages are usual hourly

earnings for hourly and non-hourly workers.

We regress log CPS wages on log wages from Burning Glass, also at the state-quarter level. To

avoid attenuation bias in the regression coefficients, due to measurement error in Burning Glass

wages, we adapt the method of Angrist and Krueger (1995). We halve the data in each state-

quarter and calculate average state-quarter wages in each sub-sample. We then instrument for

wages in one sub-sample with the other. This procedure uncovers an unbiased estimate of the

population coefficient from a regression of log CPS wages on log Burning Glass wages.

Table 2, Panel A, reports the regressions, and Appendix Figure 1 presents a binned scatter-

plot of the regression. The regression coefficient is near one. So, when Burning Glass wages

change by one percentage, wages for new hires from the CPS also change by roughly one per-

cent. The results are similar if we add state or time fixed effects. Our estimates are fairly pre-

cise, and we cannot reject that the regression coefficient is 1. Thus the Burning Glass and CPS

measures of the wage for new hires comove one-for-one—Burning Glass closely tracks other

measures of the new hire wage. When restricted to the sample containing job identifiers, which

form much of the analysis that follows, our estimates are virtually unchanged. Despite small
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sample sizes and measurement error in CPS data, the large Burning Glass dataset lets us obtain

precise estimates.

We next compare Burning Glass wages to average earnings for newly hired workers, from

administrative data at the state-quarter level for 2010 to 2016. This measure is administra-

tive, from the Quarterly Workforce Indicators (QWI), and does not suffer from the small sam-

ples or measurement error in reported wages. However, the data reports earnings for new

hires—inclusive of both hours worked and hourly wages—and cannot isolate a measure of

hourly wages. We regress log state-quarter earnings for new hires, in the QWI, on log wages

from Burning Glass, also at the state-quarter level. As before, we split the Burning Glass sample,

and instrument for one half of the sample with the other.

Table 2, Panel B, reports the regressions. The elasticity of new hire earnings with respect to

Burning Glass wages is near, but above one. After one percent of growth in Burning Glass wages,

QWI earnings for new hires grow by 1.25 percent. The larger movement in QWI earnings than

in Burning Glass wages likely reflects a positive comovement between hours and wages in the

QWI, so that QWI earnings increase by more than wages. The results are similar after adding

state or time fixed effects, and the estimates are again fairly precise. Again, when restricted to

the sample containing job identifiers, which form much of the analysis that follows, our esti-

mates are virtually unchanged. So, reassuringly, two different measures of the wage for new

hires with different shortcomings and advantages, match the Burning Glass measure of wages.

Appendix Table 2 compares Burning Glass wages to occupational and regional wages, and again

finds a close match.

There are likely three reasons why wages attached to online vacancies seem to measure the

wage for new hires. First, for a representative survey of job-seekers, Hall and Krueger (2012)

report that at least 30% and as many as 80% of workers do not bargain over the wage of the new

vacancies to which they apply, and instead receive a wage dictated to them by their employer

when they are hired.14 Therefore for many newly hired workers, the wage attached to the va-

cancy is the relevant wage at the start of the match. Second, online vacancy posting is costly,

which discourages firms from posting out-of-date wage information. The median cost of post-

ing a vacancy on the largest four online job boards, by sales, was $419 in 2017.15 Companies

posting on their own websites typically pay monthly fees to subcontractors. Gavazza, Mongey,

and Violante (2018) show that company websites and online job boards are a large share of total

recruiting costs for the typical US firm. Third, the duration of vacancies is short, which prevents

“stale” vacancies. Online job boards typically remove vacancies after one month, or request a

14Hall and Krueger find that 30% of workers knew their exact wage before being hired, and above 80% of workers
“knew exactly or had a pretty good idea” of their wage before being hired. Meanwhile 35% of workers bargain over
wages.

15See https://blog.proven.com/how-much-to-post-a-job.
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Figure 2: An Example of a Job
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Notes: A job is a job-title by establishment by salary type by pay frequency unit, from Burning Glass. Claims Ad-
juster is a job title, for a vacancy posted by an establishment of Progressive Car Insurance, in Pasadena, California,
for an annual base pay salary.

further fee for the vacancy to remain open. On company websites, the median duration of va-

cancies is 21 days, and 92% of vacancies are removed within the quarter.16

So, data from survey and administrative data therefore confirm that Burning Glass wages

are a reasonable measure of the wage for new hires. We now explain what differentiates us from

prior datasets.

2.2 Job-Level Data on the Wage for New Hires

Our dataset has a particular advantage not shared by prior data that measures the average wage

for new hires. We can track the wage for new hires at the job and the establishment level. We can

track wages across multiple vacancies posted by the same job, within the same establishment.

In coming sections, we use this feature to document downward rigidity in the wage for new

hires faced by establishments.

Figure 2 displays job-level variation. We present a job that posts multiple vacancies. The

16The duration of vacancies is similar to the mean vacancy duration reported in Davis, Faberman, and Halti-
wanger (2013) from the BLS’s JOLTS survey, of 20 days.
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firm is Progressive Car Insurance. The establishment is the branch of the firm in Pasadena,

California. The job title is claims adjuster. The salary is an annual wage, base pay. When the

vacancy posts multiple times within the quarter, we take the average. Then according to our

definition, a job is a claims adjuster at the Pasadena establishment of Progressive Car Insurance.

The job posts 11 vacancies over three years. We can track the wage across these vacancies—that

is, we can track job-level changes in the wage for new hires. We can also track establishment

level wage changes. We can study how wages change for the establishment of Progressive Car

Insurance, pooling across all the jobs into which they hire workers in a quarter.

Worker-level data cannot easily track job-level variation in the wage for new hires. Workers

are typically hired once into a job. So worker data cannot easily track the wage across successive

workers, hired into the same type of job. Survey measures of wages, such as the Current Pop-

ulation Survey or the National Longitudinal Survey of Youth, typically measure workers’ wages

and do not contain job or establishment information.

In the sections to come, the job level data will let us document new findings about wage

rigidity for new hires. But we will argue that job level data has two further and related bene-

fits. First, we will show that job level data can control for wage changes due to job composi-

tion. Without these controls, one cannot arrive at our new findings. Second, we argue that in

standard models, variation in the wage for new hires at the job level is key for unemployment

fluctuations. So, we are measuring a particularly important object in the data.

3 Constraints on Wage Setting for New Hires

This section presents evidence of a constraint on wage setting for new hires. The wage for new

hires rarely changes between successive vacancies at the same job. When wages do change for

a given job, they rarely fall. The job in Figure 2 also shows these patterns: the wage changes

infrequently across vacancies, with three changes and no decreases over eleven vacancies and

three years.

3.1 Hazard Estimation of the Probability of Wage Changes

We start by studying how often wages change, rise and fall at the job level.

First, we explain our treatment of the data. We aim to study wages across successive vacan-

cies for the same job, and so restrict to jobs that post multiple vacancies. We take the mean wage

for vacancies within each job-quarter. After these steps, there are roughly 1.6 million observa-

tions. Table 3 presents summary statistics for this subsample. There remains a large number

of jobs for which we observe repeat postings. These jobs cover 99% of 6-digit SOC occupations
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in the US economy by employment share, and are well represented in all states. In robustness

exercises, we will reweight at a fine level, to target the occupational or geographic distribution

of jobs in the US, and find our main results unaffected.

We next confront a measurement challenge. We only observe wages for the quarters in

which jobs post vacancies—wages are “missing” in other quarters. Therefore we cannot di-

rectly observe the probability that the wage for new hires changes, nor the duration of time for

which wages are unchanged. We adapt a standard approach from the price setting literature

to overcome this problem, first developed in Nakamura and Steinsson (2008) and Klenow and

Kryvtsov (2008).

We treated the wage as a latent variable, which evolves stochastically when it is unobserved,

and treat the observed sequence of wages as draws from the latent process. We estimate the

latent process with a constant hazard model.17 We can then calculate the probability that the

wage changes, even if jobs do not post in all quarters. The constant hazard model has sev-

eral desirable properties. If the observed wage does not change between successive vacancies,

the latent wage also does not change. If the observed wage does change, the latent wage also

changes. The latent wage can change multiple times if the observed wage changes once, and

is more likely to change if the gap between successive vacancies is longer.18 One can easily

adapt this process to separately estimate the probability of wage increase and decrease. One

can assume a constant hazard of wage increase or decrease, and estimate this process using the

observed sequence of wage increases or decreases.

We use implied durations to measure for how long wages are unchanged, as in the price

setting literature. Other simple procedures for calculating duration are biased downwards in

the presence of left-censored spells (Heckman and Singer, 1984).

3.2 Infrequent Wage Changes at the Job Level

We find that the nominal wage for new hires changes infrequently, implying a constraint on

wage setting at the job level.

17Appendix section C.1 presents tests of the constant hazard assumption and finds that it is approximately satis-
fied.

18We assume the hazard rate of the latent wage change is constant across time and common across all jobs
within each 2 digit SOC occupation. Let {wi t } be the sequence of log wages for job i and quarter t . Let γi t be the
gap in quarters between the wage at t and wage in the previous vacancy that was posted. Let Ii t be an indicator
for whether the wage changed, where Ii t = 1 if wi t 6= wi ,t−γi t . The quarterly hazard rate of wage change, assumed
to be time-invariant, is given by λ, which we estimate by maximum likelihood. The likelihood function is L =∏

i
∏

t
(
1−e−λγi t

)Ii t (
e−λγi t

)1−Ii t . The probability of a wage change for each occupation is f = 1− e−λ. The implied
duration of time for which a wage is unchanged is d = 1/λ. The overall probability of wage change is the median
probability across occupations, weighted by the number of vacancies in each occupation. Similarly, the overall
implied duration is the the weighted median of the implied duration for each occupation. We discard left-censored
wage spells.
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Table 4 reports the results. Across all columns, the probability of wage change is similar, and

low—the corresponding implied durations are 5-6 quarters. Column (1) estimates the quarterly

probability of wage change according to our method. Column (2) reweights vacancies at a gran-

ular level, to target the distribution of jobs from the 2014-6 Occupational Employment Statis-

tics, the nationally representative establishment survey of occupational employment. Column

(3) reweights to target the regional distribution of jobs from the QCEW. Column (4) drops jobs

from the bottom quartile of the wage distribution, since minimum wages might cause infre-

quent changes. Results are similar in all cases, confirming that the wage for new hires changes

infrequently at the job level. In Appendix Section B, we document the same statistics at annual

frequency. The results are similar, again showing infrequent changes.

The wage for new hires changes infrequently even as many successive vacancies are posted

for a given job. Appendix Table 3 reports for each vacancy, the length of time that has elapsed

since a previous vacancy was posted for the same job. For over 90% of vacancies, less than 5

quarters have elapsed since the job posted a previous vacancy. So, jobs often post vacancies

several times, over multiple quarters, without changing the wage.

Data tracking individual workers’ wages cannot easily measure the frequency of wage change

for new hires. Workers are typically hired once into a job. But the object of interest is the wage

across successive workers hired into the same type of job.

Infrequent changes in the wage for new hires already suggest a constraint on wage setting at

the job level. We now show asymmetry—this constraint matters more for preventing wage falls

than for wage rises.

3.3 Asymmetry in Wage Changes at the Job Level

At the job level, conditional on a wage changing, wages in new hires are more likely to rise than

to fall. There is a downwards constraint on wage setting—while wages are more able to increase.

Figure 3 plots the distribution of wage growth, after removing vacancies with zero wage

change. There are two clear points. First, conditional on a wage changing, wages in new hires

rise more often than they fall. Secondly, wages “pile up” against the constraint—there are many

small positive wage increases, but far fewer small wage decreases. Both points suggest a down-

ward constraint on wage setting for new vacancies of a given job. We take the distribution of

wage growth for new hires between two consecutive vacancies posted for the same job, and

then exclude observations with zero wage growth. As before, we average wages within each

job-quarter, meaning wage growth is quarterly. However, not all jobs post in consecutive quar-

ters. We truncate the plot at ±10% wage growth.

We then estimate the probability of wage increases and decreases for new hires. The results
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Figure 3: Distribution of Wage Growth for New Hires, Conditional on Non-Zero Wage Growth
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McCrary Test: p value = 0Notes: this graph is the distribution in the growth of wages for new hires, excluding zeros, from Burning Glass.

A job is an establishment by job-title by salary type by pay frequency unit. Wages are averaged by job-quarter.
Wage growth is the growth in wages between two consecutive vacancies posted by the same job. The wage growth
distribution is truncated at ±10%. Kernel density estimation uses an Epanechnikov kernel with a bandwidth of
0.65. The McCrary test tests the null hypothesis that the density function of wage changes is continuous at zero.

are in Table 4. As expected, wages are more likely to rise than to fall. Table 4 shows that the

finding is robust across several specifications, including after reweighting to target the occu-

pational or regional distribution of jobs, or excluding low wage jobs—in order to strip out the

effect of minimum wages. In Appendix Section B, we repeat the analysis at annual frequency,

with similar results.

Still, wages for new hires do sometimes fall at the job-level. This result may limit the impor-

tance of the downward constraint, and echoes similar results from Elsby, Shin, and Solon (2016)

and Jardim, Solon, and Vigdor (2019) amongst others.

3.4 Wage Increases Are Cyclically Sensitive, Wage Decreases Are Not

We now show that the probability of wage increase is sensitive to business cycles, while the

probability of wage decrease is not. Again, this finding suggests a constraint on cutting wages

between vacancies. Firms let wages respond to cyclical conditions by varying whether wages

increase—while rarely lowering wages irrespective of labor market tightness.

We estimate time varying probabilities of the change, increase, and decrease in the wage
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Figure 4: Probability of Job-Level Change in Wage for New Hires
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Notes: this graph estimates the job-level probability of wage change, increase and decrease, using the
same method as in table 4, separately for each year, using Burning Glass data.

for new hires at the job level. We estimate these probabilities separately for each year of our

sample, over 2010-2016, using the hazard model of subsection 3.2.

Figure 4 shows the results. As the labor market tightens over 2010-2016, the probability of

wage change rises—as expected, given that wages rise over this period. However, the proba-

bility of wage change rises entirely because wage increases are more likely. Wage decreases are

not more likely as the business cycle evolves. Thus wage increases for new hires are cyclically

sensitive, and wage decreases are not.19

3.5 Wages For New Hires vs. Continuing Workers

Our finding, that the wage for new hires changes infrequently and falls rarely, is novel. We pro-

vide context with a fact that has previously been documented. Workers in continuing employ-

19Figure 4 uses variation from only one business cycle expansion. In further support, Appendix Table 5 shows
that the probability of increase is more cyclical than the probability of decrease, with respect to state business cy-
cles. We calculate the probability of wage increase and decrease within each state-quarter. We regress these prob-
abilities on the growth in employment for each state-quarter. The probability of wage increase comoves strongly
with employment growth, the probability of decrease does not. See Jo (2019) for a related finding with continuing
workers’ wages.
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Figure 5: Duration of Unchanged Wage for Continuing Workers and New Hires
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ment—as opposed to workers newly hired into jobs—rarely experience wage changes.

The duration for which wages do not change is similar, for new and continuing jobs. Figure

5 presents estimates of the duration that base wages are unchanged in continuing jobs. Two

estimates are close to ours: the estimate of Grigsby, Hurst, and Yildirmaz (2018), which studies

high quality payroll data; and the estimate of Barattieri, Basu, and Gottschalk (2014), which

corrects for measurement error in survey wages.20

Our findings suggest that new and continuing wage changes are governed by the same un-

derlying forces. Previous work conjectures that new and continuing wages behave similarly due

to internal equity between new hires and continuing workers, or firm wide pay scales (Bewley,

2002). Then wages change infrequently across successive new hires. Our finding supports this

argument.

Our finding that wage setting is similar for new and continuing jobs is not obvious. Some

20Other estimates are from survey data without correcting for measurement error, which biases downwards the
estimated duration for which wages are unchanged.
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plausible mechanisms predict the opposite pattern. As one example, implicit contracting mod-

els imply that continuing wages should be rigid downwards, while wages in new hires should be

flexible downwards (Harris and Holmstrom, 1982; Beaudry and DiNardo, 1991).21 As a second

example, continuing workers might have a reference point of their own past wage, and object

to wage cuts because of morale. These considerations might matter less for new hires, who do

not have a reference point of their own past wage (Eliaz and Spiegler, 2014).

4 Wage Cyclicality

This section asks whether the wage for new hires responds differently to business cycle contrac-

tions and expansions at the job level. We have two key results. First, across successive vacancies

posted by the same job, the wage for new hires does not fall during contractions, but does rise

during expansions. Second, wage flexibility upward is state dependent, in a way that is consis-

tent with downward rigidity.

4.1 Regional Unemployment Variation

In our regressions, we study the response of wages to unemployment, to measure wage cyclical-

ity as in Bils (1985). We study regional business cycles, to avoid the problem of a relatively short

time series in our data. State level unemployment is measured with noise. We instrument for

state-level unemployment with an administrative measure of employment, from the Quarterly

Census of Employment and Wages (QCEW), to avoid attenuation bias.

States are a natural definition of a regional labor market. Since 2010, interstate migration

has been relatively low, and mostly unrelated to cyclical considerations (Yagan, 2016; Beraja,

Hurst, and Ospina, 2016). Moreover there is substantial regional business cycle variation dur-

ing this period. Various states (e.g. the District of Columbia and New York) saw rising unem-

ployment during 2010-2012 due to the prolonged impact of the Great Recession. Other states

saw rising unemployment due to the faltering labor market recovery in 2013 (e.g. Illinois, Ok-

lahoma, Massachusetts and Ohio). A third group of states suffered in 2015-6 due to falling oil

prices (e.g. North Dakota, Texas, Wyoming, New Mexico, Alaska and Oklahoma). Appendix

Section A documents further statistics about regional business cycles over this period.

21Within jobs, risk neutral firms insure risk averse workers, by offering them downwardly rigid wage contracts.
The wage for new hires, as firms and workers enter a new implicit contract, is not constrained by the insurance
motive. Beaudry and DiNardo (1991) present evidence that continuing workers have more rigid wages than new
hires, though their interpretation of the data is disputed (Hagedorn and Manovskii, 2013).
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4.2 Benchmark Specification

Our benchmark regression for measuring wage cyclicality, at the job level, is

∆ log w j st =α+γt +β∆Ust +δI [∆Ust < 0]∆Ust +ε j st . (1)

This equation is similar to the standard regression of Bils (1985). w j st is the nominal wage for a

new hire in job j and quarter t . We difference wages between the successive quarters in which

the job posts a vacancy, which may be a gap of more than a single quarter.22 This step isolates

job-level wage changes. ∆Ust is the change in quarterly state level unemployment. γt is a time

fixed effect. β and δ measure the sensitivity of the wage for new hires to regional unemploy-

ment. A more negative number indicates greater sensitivity. If δ< 0, then wages comove more

with unemployment during expansions, that is, when ∆Ust < 0. If β = 0, then wages do not

comove with unemployment during contractions. We instrument for ∆Ust and I [∆Ust < 0]×
∆Ust with∆ log

(
employmentst

)
and I

[
∆ log

(
employmentst

)< 0
]×∆ log

(
employmentst

)
, where

∆ log
(
employmentst

)
is state-quarter employment growth from the QCEW.23

We study the same sample as in section 3, that is, jobs that post multiple vacancies, av-

eraging wages at the job-quarter level. Time fixed effects sweep away aggregate variation, to

focus on regional variation. Time effects also control for variation in the national price level.

Therefore our results measure real wage rigidity, deflated by national prices. For a valid struc-

tural interpretation, regression (1) must assume that unemployment is driven by labor demand

shocks. We explore robustness to this assumption in our regressions.

4.3 Job-Level Wages Respond to Falls in Unemployment, But Not Rises

We turn to the first key empirical result of the section. Figure 1, previously shown in the intro-

duction, illustrated that when unemployment rises, the wage for new hires does not fall—meanwhile

wages do rise as unemployment falls.

Table 5 confirms these results by estimating regression equation (1). In Column (1) of Ta-

ble 5, β is not significantly different from zero, and indeed is slightly positive—thus the wage

for new hires does not fall during contractions. Meanwhile δ is negative and statistically sig-

nificant. Wages are more sensitive to expansions than contractions in unemployment, and rise

during expansions. The results—both that β is near zero and δ is significantly negative—are ro-

22Differencing wages across successive quarters allows an easy comparison to papers such as Hagedorn and
Manovskii (2013) and Gertler, Huckfeldt, and Trigari (2016). In those papers, the regression differences across the
successive quarters in which workers are hired into new jobs, analogous to our regression.

23Appendix Table 14 reports the first stage regression projecting quarterly state unemployment changes onto
employment growth. As expected, the two series are closely correlated.
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bust across several specifications. In column (2) we add in state-specific trends, and in column

(3) we reweight to the occupational distribution of jobs in the US economy, to ensure repre-

sentativeness. We reweight at the 6 digit SOC code level, using the 2014-2016 Occupational

Employment Statistics.

Column (4) drops the I [∆Ust < 0]∆Ust term from our benchmark regression (1), and instead

measures the average sensitivity of wage growth to unemployment changes. On average wages

do comove negatively and significantly with unemployment—but this average comovement is

entirely driven by expansions and not contractions.

We doubt labor supply fluctuations could rationalize the sharp asymmetries that we doc-

ument.24 Nevertheless, column (5) studies an instrument for labor demand and again finds

downward rigidity. We instrument for state unemployment using a Bartik-style instrument

based on states’ regional exposure to the global oil price.25 Again δ is negative and significant

and β is insignificantly different from zero. Thus wages do not fall during contractions, and are

more rigid downward than upward, in response to labor demand shocks. In time series data,

oil price shocks seem to be symmetric (Kilian and Vigfusson, 2011). So, the asymmetry in col-

umn (5) comes from the response of wages and not from asymmetry in the process for labor

demand.

The identifying assumption for our instrument is that states who are exposed to contrac-

tions in the global oil price do not receive particularly large labor supply shocks at the same

time. This assumption is similar to Acemoglu, Finkelstein, and Notowidigdo (2013) and All-

cott and Keniston (2017). The assumption seems plausible in our setting. The variation in this

instrument comes from the large contraction in the oil price in 2015 and the increase before-

hand—Appendix Figure 5 displays the oil price. Appendix Figures 3 and 4 show that the regional

contractions during this period come mostly from oil producing states, such as Texas, Wyoming

and Alaska.

A large share of vacancies post while state unemployment is increasing, letting us estimate

asymmetries despite the national labor market recovery over 2010-2016. Where does this vari-

ation come from? Appendix Figure 3 plots the share of vacancies in each state that experience

rising state unemployment. Appendix Figure 4 plots the share of vacancies in each year that

24Still, there are important labor supply shocks that differentially affect states over this period, such as the exten-
sion and elapsing of unemployment benefit durations (e.g. Hagedorn, Karahan, Manovskii, and Mitman, 2013).

25The first stage regression is ∆Ust =∑
s
[
βs∆ log

(
oil pricet−1

)+γs I
(
∆ log

(
oil pricet−1

)< 0
)
∆ log

(
oil pricet−1

)]+
errorst , where αs , βs and γs are estimated, similarly to Nakamura and Steinsson (2014). There are many instru-
ments, which biases the estimates towards OLS, and therefore strengthens the interpretation of our finding, be-
cause our IV estimate of the downward wage rigidity coefficient δ is greater in magnitude than our OLS estimate.
Nakamura and Steinsson report for their instrument that the standard error is unbiased, because of the high R2 of
the instruments as a whole. Though we cluster standard errors by state in other regressions, we cluster standard
errors by both state and year in this regression, following the recommendation for inference in Bartik instruments
by Adao, Kolesár, and Morales (2018).
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experience rising state unemployment.

We now present various robustness tests concerning our finding of job-level wage rigidity.

4.3.1 Downward Wage Rigidity at the Job-Level—Robustness Tests

Table 6 groups together some robustness tests about our key finding that wages are rigid down-

ward and flexible upward. Each row estimates versions of our benchmark regression, reporting

the coefficient on I [∆Ust < 0]∆Ust and its standard error. If this coefficient is negative, then

wages are more rigid downward than upward. Row 1 is our baseline specification from column

(1) of Table 5.

Rows 2 and 3 suggest that strategic vacancy posting by firms does not explain our results.

The concern is that firms might initially attach low wages to their vacancies, and then gradu-

ally post vacancies with higher wages until the vacancy is filled. This behavior might lead to

asymmetric wage movements. Row 2 excludes the vacancies that are posted in a quarter imme-

diately after another vacancy of the same job. These are the vacancies for which such strategic

behavior is most likely to matter. Row 3 studies the benchmark regression at annual frequency,

by taking the mean wage across vacancies posted in each job and year. At lower frequency,

strategic vacancy posting is less likely. In both cases the magnitude of the estimated coefficient

increases, strengthening our result.

Rows 4 and and 5 suggest that selection bias does not explain our results. The concern is that

wages only appear in the data when firms choose to post vacancies. There is a classic “missing

data problem” that may lead to selection bias. In row 4, we control for the length of time that

has elapsed since a job previously posted a vacancy. If more time has elapsed since a job last

posted, then there is more missing data and a hence greater concern of selection bias. In row 5

we control for selection bias using a standard Heckman (1979) estimator.26 In both cases, the

degree of downward wage rigidity remains large and significant.

Row 6 reweights vacancies to target the regional distribution of employment in the Quarterly

Census of Employment and Wages. Rows 7-8 seasonally adjust by either applying the Bureau

of Labor Statistics’ X-11 algorithm to unemployment, or adding state by quarter of year fixed

effects to the regression. Row 9 studies only wages that post a point wage, instead of a wage

range.27 Row 10 removes wages with bonuses from the data. Row 11 studies a broader definition

of a job. We consider a new definition of a job, as a job title within an establishment, while

26Specifically, we consider a version of the standard Heckman model, in which the probability that a job posts a
vacancy in a given quarter depends on the level of unemployment and log employment in that quarter, as well as
on the regressors in equation (1).

27Appendix Table 6 further investigates the issue of wage ranges. This table shows that the share of vacancies
posting wage ranges instead of point wages does not vary significantly with regional unemployment. So, vacancies
posting ranges and point wages do not have different cyclical properties.
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pooling across pay frequencies.28 Row 12 removes time fixed effects. In all cases, the coefficient

is negative and significant, implying that the wage for new hires is more rigid downward than

upward.

Our Appendix contains further robustness exercises. These exercises use different sources of

variation to show that downward wage rigidity is pervasive. Appendix Table 12 estimates down-

ward wage rigidity separately for each source of the vacancy data, since the data is drawn from

a mix of online job boards and company websites. All sources show downward wage rigidity,

suggesting our result is not driven by the mechanics of a particular method of posting vacan-

cies. Appendix Table 7 shows that wages are more rigid downward than upward at the 3 digit

industry level. Appendix Table 8 shows the same result, using 2- and 3-digit industry by state

variation. These regressions include state-by-time fixed effects, sweeping away state level labor

supply shocks over this period, such as unemployment benefit extensions (Hagedorn, Karahan,

Manovskii, and Mitman, 2013). Appendix Table 9 studies real wages for new hires at the city

level, deflated by BLS measures of city prices. These regressions show that real wages are more

rigid downward than upward, and that the magnitude of nominal and real wage rigidity is sim-

ilar. Appendix Table 10 estimates our baseline regression for five broad occupations, and finds

that downward wage rigidity is pervasive across all broad occupations. Appendix Table 11 esti-

mates our baseline regression by quartiles of establishment size, and finds that downward wage

rigidity is pervasive across establishment size. Appendix Table 11 also estimates our baseline re-

gression across the four quartiles of the wage distribution, and again finds that downward wage

rigidity is widespread.29

Now, we consider four additional issues that might undermine our finding of downward

wage rigidity at the job level. Each is important but we suspect none fully overturn our results.

4.3.2 Worker Composition and Hiring Standards

First, our estimates control for job composition but they do not control for worker composition.

Changing worker composition might offset wage rigidity at the job level. Suppose that wages

do not fall during contractions, but firms are able to hire more productive workers into the job.

Then firms’ marginal costs are still flexible downward.

We investigate this concern and do not find that worker composition offsets wage rigidity

at the job level. Our data has an advantage for examining worker composition: we can study

changes in education requirements attached to the vacancy. Education is a measure of worker

skill. So, education requirements proxy for changing worker composition. We study the cycli-

28In the baseline, a job is a job title within an establishment at a given pay frequency (e.g. hourly or annual).
29Table 13 decomposes wage growth at the job level its extensive margin and intensive margin components, and

finds that both components contribute to wages being more rigid downward than upward.
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cality of education requirements in Appendix Section C.2. We do not find any significant co-

movement between education requirements and unemployment. So, changing education re-

quirements do not seem to offset downward wage rigidity.

Education requirements are also a measure of hiring standards. So, our results suggest that

changes in hiring standards do not offset downward wage rigidity at the job level.

We do not argue against the importance of worker composition for wage and unemploy-

ment dynamics. Rather, we think worker composition is unlikely to nullify wage rigidity at the

job level.30

4.3.3 Posted Wages versus the Wage for New Hires

A second potential complication is that our data records the wage posted on vacancies. Suppose

that workers bargain, so that there is a gap between wage posted in a vacancy and the wages for

newly hired workers. If this gap varies over the business cycle, it could affect the interpretation

of the job-level wage rigidity that we estimate.

We suspect this concern does not undermine our result for three reasons. First, we pre-

viously showed that wages posted in Burning Glass closely track other measures of the wage

for new hires from survey and administrative data—which points against a gap between wages

posted in Burning Glass, and the wage for new hires.

Second, in Appendix Section C.4, we ask whether the difference between measures of the

wage for new hires in Burning Glass and measures of the wage for new hires from survey data

correlate with unemployment changes. If so, then the gap between posted and realized wages

for new hires might vary over the business cycle. However, we do not find that the difference

correlates with unemployment changes.

Third, survey evidence suggests that the majority of workers accept wages posted on vacan-

cies, which again minimizes the issue due to bargaining (Hall and Krueger, 2012).

4.3.4 Wage Growth after Being Hired and the User Cost of Labor

A third potential complication is that our dataset measures wages at the point of hiring. But

job creation is a long term decision. So, the present value of wages paid to new hires may also

matter for job creation ( Kudlyak, 2014). This consideration might affect our baseline result. If

firms reduce wage growth for workers after they are hired, they might offset downward wage

rigidity at the point of hiring (Elsby, 2009). In the language of Kudlyak (2014), the “user cost of

labor” could be more flexible than the wage for new hires.

30Mueller (2017), Grigsby (2019) and Carrillo-Tudela, Gartner, and Kaas (2020)show worker composition or hiring
standards are important for unemployment and wage dynamics.
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Appendix section C.3 directly investigates whether workers’ wage growth after being hired

can offset downward wage rigidity at the point of hiring. We cannot see wages after workers are

hired in our dataset. Instead we study workers’ wage growth after they are hired, relative to the

wage when they are hired, from longitudinal worker-level survey data. Our method follows the

state of the art from Kudlyak (2014) and Basu and House (2016).31

We do not find evidence that wage growth after workers are hired offsets downward wage

rigidity at the point of hiring. Our results suggest the opposite. If workers are hired during a

contraction, then their subsequent wage growth seems to be higher. So, the present value of

wages does not seem to fall during contractions.

4.3.5 Establishment Variation

Establishments hire multiple types of jobs. Even though job level wages seem to be downwardly

rigid, establishments might avoid wage rigidity by changing their mix of jobs. For example,

consider a Starbucks establishment in which wages are downwardly rigid for “senior baristas”

and “junior baristas”. During expansions, Starbucks hires higher wage senior baristas. During

contractions, Starbucks hires lower wage junior baristas. Either way, newly hired workers brew

coffee. The wage for new hires falls despite downward rigidity at job level, without any effect on

the output of the Starbucks. So, the establishment avoids wage rigidity by changing the mix of

senior versus junior baristas.

We start with an establishment level version of wage cyclicality regression. We study the

regression

∆ log wet =α+γt +β∆Ust +δI [∆Ust < 0]∆Ust +εet . (2)

wet is the mean nominal establishment wage, pooling across all jobs posted by an establish-

ment in a given quarter. We difference wages between the successive quarters in which the es-

tablishment posts a vacancy. This step isolates establishment-level wage changes. The establishment-

level regression has a different outcome variable from our job-level regression that tests for

downward wage rigidity, equation (1)—but otherwise, the two regressions are identical.

Table 7 reports the results. In all columns of Table 7, β is not significantly different from

zero—thus the wage for new hires does not fall during contractions at the establishment level.

Meanwhile δ is negative and statistically significant. At the establishment level, wages are more

sensitive to expansions than contractions in unemployment, and rise during expansions. The

magnitude of downward wage rigidity is similar at the job and establishment level. 32

31In Appendix section C.3, we study wage growth workers have been hired into a given job, relative to the wage
paid to workers when they are hired into the job. So, job composition does not affect this supplementary analysis.

32In Appendix Section C.5 we find no evidence that establishments alter the mix of jobs that they hire, in order
to reduce the effects of downward wage rigidity.
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4.4 Downward Rigidity and State Dependent Flexibility Upward

We turn to the second key result of this section pointing to downward wage rigidity. The wage

for new hires displays state dependent flexibility upward. The form of state dependence is con-

sistent with downward wage rigidity, and has not been documented in prior work.

Let us explain the prediction of downward wage rigidity for state dependence. Suppose that

wages are downwardly rigid. A simple model for downward wage rigidity is

wt = max
[
wt−1, w∗

t

]
w∗

t = b +φyt b,φ> 0.

Wages today, wt , are the maximum of previous wages wt−1, and a frictionless wage w∗
t . If the

frictionless wage is low, wages today may be constrained by previous wages. The frictionless

wage depends positively on labor demand yt .33

In this simple model, wage flexibility upward is state dependent, due to downward wage

rigidity. After a large contraction in labor demand at t −1, wt is much greater than w∗
t . Then

if a slight rise in labor demand follows at time t +1, we have wt+1 = wt > w∗
t+1, that is, wages

do not rise as labor demand marginally increases from the trough of the contraction. Wages

are “trapped too high” by the downward constraint. Suppose instead that the economy has

been expanding, so downward constraints do not bind and wt = w∗
t . Then after a rise in labor

demand, wt+1 = w∗
t+1 > wt , and wages rise after the increase in labor demand.

Figure 6 shows state dependence consistent with downward rigidity. On the y-axis is wage

growth between two consecutive vacancies for the same job, from Burning Glass. On the x-

axis is the growth in quarterly state level unemployment between the quarters in which the

vacancies are posted, from the Bureau of Labor Statistics. We plot the data separately for state-

quarter observations in which there has been a contraction in the past (circles), and observa-

tions in which there has been an expansion in the past (triangles). There has been a contraction

if quarterly state unemployment rose over the previous three years, otherwise there has been

an expansion. Figure 6 shows state dependence consistent with downward rigidity. When there

has been a contraction in the past, then falls in unemployment do not increase wages. When

there has been an expansion in the past, then falls in unemployment do increase wages. Due

to downward wage rigidity, wages do not respond to increases in unemployment, neither when

there has been a contraction nor an expansion in the past.

33This simple model is similar to, amongst others, Schmitt-Grohé and Uribe (2016), Chodorow-Reich and
Wieland (2017) and Dupraz, Nakamura, and Steinsson (2016).
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Figure 6: Wages for New Hires and Unemployment—Contractions Versus Expansions in Past
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Notes: the graph plots binned wage growth for new hires, from Burning Glass, and binned state by quarter unem-
ployment changes, from the Bureau of Labor Statistics. To construct wage growth, we take the mean wage within
each job and quarter, and then take log differences at the job level. We use 50 bins, partial out time fixed effects,
and add a non-parametric regression line. The triangles plot data when there has been an expansion in the past.
The circles plot data when there has been a contraction in the past. We define a contraction as a period in which
state unemployment rose over the previous three years, otherwise there is an expansion.

We confirm this finding with regressions. We estimate the regression

∆ log w j st =α+γt +κ∆Ust +ν∆Ust × I
(
Us,t−1 −Us,t−13 < 0

)+controls j st +ε j st .

The dependent variable is quarterly job-level wage growth for new hires, from Burning Glass.

The independent variable is the change in state-quarter unemployment. We interact state-

quarter unemployment changes with an indicator for whether state unemployment fell over

the previous three years. As before, we project unemployment changes on employment growth

from the Quarterly Census of Employment and Wages to deal with measurement error.

We restrict the sample only to observations for which ∆Ust < 0 in order to study wage flexi-

bility upward. Therefore κmeasures the sensitivity of the job-level wage for new hires to falls in

state unemployment, when unemployment has contracted over the previous three years. If κ is

near to zero, then wages grow little as unemployment falls, in the aftermath of a previous con-
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traction. If ν is significantly negative, then wages are more sensitive to falls in unemployment,

in the aftermath of an expansion over the previous three years. So if ν is negative, there is state

dependent wage flexibility upwards: wages are more sensitive to increases in labor demand

when the economy has previously been expanding.

Table 8 presents the results. Across all specifications, ν is large in magnitude and signif-

icantly negative. Therefore in the aftermath of expansions, the wage for new hires is more re-

sponsive to increases in labor demand. Wage flexibility upward is state dependent. Importantly,

in the final column, we control for the level of unemployment. In standard models of wage set-

ting such as Nash bargaining, the level of economic activity also affects wage flexibility. After

adding this control, our estimate ν of state dependence changes little.

This form of state dependence predicts wages should have been inflexible upward in 2010,

in the aftermath of the Great Recession. Wages should have become progressively more flexi-

ble upward over the course of the recovery. We find evidence for precisely this phenomenon,

in Appendix Section C.7. So, our estimates may be able to explain the puzzle of “missing wage

growth” during the early recovery from the Great Recession. In 2014, the rapid decline in un-

employment and slow growth of wages was deemed puzzling by many observers (e.g. Federal

Reserve Bank of Atlanta, 2014). But state dependence due to downward rigidity may have con-

tributed to this pattern.

4.5 Reallocation Between Establishments and Downward Wage Rigidity

In this section, we showed downward wage rigidity at the job and establishment level. We now

consider whether reallocation between establishments might undo the effects of establishment

level wage rigidity. Let us explain the concern with an example. Suppose that, on average, wages

are downwardly rigid at the Starbucks establishment, but there is a neighboring establishment

of Dunkin’. On average, wages are higher at Starbucks than Dunkin’. After a contraction in

labor demand, Starbucks stops hiring. However Dunkin’, with its lower wages, is able to hire

the workers who cannot find jobs at Starbucks. Either way, the same workers still make coffee.

More generally, reallocation of workers between establishments might undo downward wage

rigidity at the establishment level.

We test for the concern by asking whether the share of low wage jobs in the overall labor

market increases during contractions. For each state and quarter, we calculate the share of

high wage vacancies, that is, vacancies with above median wages in Burning Glass. We regress

the quarterly change in the high wage state share of vacancies, on the change in quarterly

state unemployment. The regression is identical to regression (1), except for the outcome vari-

able—which is the quarterly change in the state share of high wage vacancies.
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Table 9 presents the results. Row (1) of column (1) shows that when state unemployment

rises by one percentage point, the share of high wage jobs falls by a statistically insignificant 0.6

percentage points. Moreover, row (2) of column (1) shows that the share of high wage vacancies

at the state level does not respond significantly differently to rises versus falls in unemployment.

Thus the state share of vacancies are not moving in a way that offsets the asymmetric response

of wages to contractions versus expansions. Columns (2) and (3) study the same regression

after adding in state trends and reweighting to target regional employment. The regression

coefficients are noisy and unstable, but none of them suggest that the state share of high wage

vacancies responds differently to rises versus falls in unemployment.

Equally, our evidence does suggest that the high wage share of vacancies falls slightly during

recessions. Column (4) of Panel A reports the coefficient from regressing the quarterly change

in high wage vacancies on the quarterly change in state unemployment. This regression studies

the average effect, and does not separate out the effect of expansions versus contractions in

unemployment. On average, as unemployment rises, the high wage share of vacancies falls

very slightly. However, the estimated coefficient is small. This finding is somewhat consistent

with previous work, such as Barlevy (2002), which finds that workers often switch to lower wage

jobs during recessions. The small effect size that we estimate may reflect other factors such as

upskilling (Hershbein and Kahn, 2016), which raises the share of high wage vacancies during

recessions.

5 Job Composition and the Average Wage for New Hires

To summarize the results so far: we provided new evidence that the wage for new hires is rigid

downward and flexible upward, at the job and establishment level. No previous work detects

this asymmetry. But previous work studies the average wage for new hires, from worker level

survey data that controls for worker characteristics and averages across jobs (Haefke, Sonntag,

and Van Rens, 2013; Basu and House, 2016). This section shows that due to job composition,

average wages may have higher variance than job or establishment wages. So, regressions with

average wages have limited power to detect downward wage rigidity for new hires. We also

explain a related issue: job composition might create a form of omitted variable bias (Hagedorn

and Manovskii, 2013, Gertler, Huckfeldt, and Trigari, 2016). In our data, this latter issue is less

important.

First, we precisely define a job level measure of the wage for new hires, to contrast with the

average wage for new hires used in prior work. Consider an economy with I job types, S states,

and T time periods. The wage for a newly hired worker in job type i , state s, and quarter t is

wi st . The share of new hires in job type i during the state-quarter is νi st .
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Our dataset measures growth in the job-level wage for new hires, ∆ log wi st . That is, we ob-

serve growth in the wage for new hires, for the same job, in the same state, between successive

quarters.34 Previous researchers measure the average wage for newly hired workers from survey

data without information on jobs or establishments, such as the Current Population Survey or

the National Longitudinal Survey of Youth. Researchers then calculate the average log wage of

newly hired workers, and approximate the growth in the average wage for new hires by

∆log wst =
∑

i
νi st log wi st , (3)

which is the change in average log wages.35

Previous work often measures the average wage for new hires after controlling for worker

characteristics. There are two methods. First, several papers regress the wage of newly hired

workers on worker characteristics or worker fixed effects. The mean of the residual is the aver-

age wage for new hires controlling for worker characteristics (e.g. Haefke, Sonntag, and Van Rens,

2013; Basu and House, 2016). Second, several papers run regressions directly on worker level

data on the wage for new hires, and add worker characteristics or worker fixed effects to the re-

gression (e.g. Gertler, Huckfeldt, and Trigari, 2016). The first and second procedure are numer-

ically equivalent. But importantly, while both methods construct the average wage controlling

for worker characteristics, neither fully controls for job characteristics.

Estimates using average wages generally have large standard errors. To understand this pat-

tern, first note that average and job-level wage growth can differ if job composition changes. A

first order expansion of equation (3) yields

∆log wst︸ ︷︷ ︸
average

wage growth

≈

job level
wage growth︷ ︸︸ ︷∑

i
νi st∆ log wi st +

∑
i

log wi st∆νi st︸ ︷︷ ︸
wage growth due
to composition

. (4)

Average wage growth depends on two components: job-level wage growth, and wage growth

due to composition. Average wages can change, even if job-level wages do not change. Suppose

that wages are unchanged at the job-level during a given quarter—that is, the first term on the

right hand side of equation (4) is zero. If the share of low wage hires increases, wages change

due to composition. The second term on the right hand side of equation (4) falls, so average

34Recall that in our empirics, we define a “job” as a job title by establishment unit.
35For practical reasons, researchers typically study the change in the average of log wages, instead of the change

in the log of average wages. Equation (3) has an s subscript for comparability with what follows, but researchers
normally study average wages for new hires at the national and not the state level.
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wages fall.

From inspecting equation (4), we can see how job composition can raise the variance of av-

erage wages relative to job-level wages. Given downward rigidity, job-level wage growth∆ log wi st

is small. So the first term on the right hand side of equation (4) has low variance. But suppose

that the share of any given job type, νi st , is volatile. Then the second term on the right hand

side is large. So, average wage growth has high variance even if job-level wage growth has low

variance. Consider the example of an economy with high wage bankers and low wage baristas.

Suppose that sometimes there are relatively many banker jobs, and sometimes many baristas.

Then average wages will vary, even if wages change little for either bankers or baristas.

Job composition might also create a form of omitted variable bias. Suppose that the share of

low wage jobs rises during recessions. Then, from equation (4), average wages must systemati-

cally fall during recessions, even if job-level wages do not fall. Regression estimates from aver-

age wages could suffer from omitted variable bias, as emphasized by Solon, Barsky, and Parker

(1994), Hagedorn and Manovskii (2013) and Gertler, Huckfeldt, and Trigari (2016). But in sub-

section 4.5, we showed that unemployment changes do not seem strongly correlated with job

composition over our sample period, and job composition does not display the sharp asym-

metries apparent in job-level wages. So, we do not focus on omitted variable bias due to job

composition in this section.

We now explain how job composition affects inference, more formally. Our benchmark re-

gression estimates downward rigidity using job level wage variation. That is, we study the pop-

ulation regression function

∆ log wi st =α+γt +βJob Level∆Ust +δJob LevelI [∆Ust < 0]∆Ust +εi st , (5)

where εi st has bounded variance σ2
i st . We are interested in V

[
δ̂Benchmark

]
, the variance of the

OLS estimator of δBenchmark. If δBenchmark is negative, then the wage for new hires is more rigid

downward than upward at the job level.

Suppose a researcher only has access to average wages for new hires, as in prior work. A

natural regression to study downward wage rigidity in average wages is

∆log wst = ᾱ+ γ̄t +βAverage∆Ust +δAverageI [∆Ust < 0]∆Ust + ε̄st . (6)

This regression is the analogue of our job-level regression, with average wages as the outcome

variable. If estimates of δAverage are negative, then one concludes that average wages are down-

wardly rigid. If average wages are noisy, then the variance of the OLS estimator of δAverage, which

we term V
[
δ̂Average

]
, will be large.

In the following proposition, we show that job composition inflates the variance of δ̂Average
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relative to δ̂Benchmark. Thus regressions using average wages may lack the power to detect down-

ward rigidity, even if it is present at the job level.

Proposition 1. For S,T <∞, and if
∑

i log wi st∆νi st and
∑

i log wi st∆νi st are independent con-

ditional on ∆Ust , then

V
[
δ̂Average|∆Ust

]>V
[
δ̂Job Level|∆Ust

]
and V

[
β̂Average|∆Ust

]>V
[
β̂Job Level|∆Ust

]
We collect the proof of Proposition 1, and all our other propositions, in Appendix Section

D. The proposition makes a simple point. From equation (3), the difference between job-level

and average wage changes comes from changing job composition. In a regression with average

wages, the residual variance is higher, creating noisier estimates. By contrast, regressions with

job level data purge noise due to job composition, and become precise.36

In real-world data, job composition makes estimates that use average wages imprecise. We

estimate δ̂Average in equation (6). For the outcome variable, we construct average wage growth

for new hires at the state level, from Burning Glass, and from the Current Population Survey. To

construct the average wage for new hires in the CPS, we follow the state-of-the-art procedure in

Haefke, Sonntag, and Van Rens (2013), by measuring the average wage for new hires controlling

for worker-level demographics and industry.37 We study quarter-by-state data for 2010-2016,

as in our benchmark regression. We report the standard error of δ̂Average. We contrast with the

standard error of δ̂Benchmark. In both cases, we cluster standard errors at the state level. This pro-

cedure consistently estimates the standard deviation of the estimators δ̂Average and δ̂Benchmark,

given that the regressor ∆Ust varies at the state level.38

Figure 7 reports the standard error of downward wage rigidity estimates, from job level

and average wages. The difference in precision between the estimates using average and job

level wages is enormous. Job composition does, indeed, inflate the variance of estimators of

downward rigidity. The top row of Figure 7 reports the standard error of our job level estimate

of downward wage rigidity, δ̂Benchmark. The second row reports the standard error of δ̂Average,

the estimate of downward rigidity from average wages, with average wages for new hires from

Burning Glass. The third row reports the standard error of δ̂Average, with average wages for new

hires from the Current Population Survey. The fourth row estimates δ̂Average using national wage

36Proposition 1 supposes that job composition
∑

i log wi st∆νi st and job level wage growth
∑

i log wi st∆νi st are
independent, consistent with the evidence of subsection 4.5.

37We follow exactly the procedure Haefke, Sonntag, and Van Rens (2013), except that we also control for Census
industry codes. To construct the average wage for new hires in Burning Glass, we follow the same procedure,
and regress log wages for new hires on a set of state-by-quarter dummies, as well as dummy variables for the pay
frequency and salary type of the wage. The state-by-quarter dummies are then mean log wages in the state-quarter.

38Clustering at the state level follows econometric best practice (Abadie, Athey, Imbens, and Wooldridge, 2017).
See Solon, Barsky, and Parker (1994) for alternative ways to construct standard errors.
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Figure 7: Estimates of Downward Rigidity in Job Level and Average Wage for New Hires
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The top row reports the estimate of δ, from regression (5), which estimates downward rigidity with job-level data
on the wage for new hires from Burning Glass. The next three rows report various estimates of δ from regression
(6), which estimates downward rigidity with average wages for new hires from Burning Glass. The second through
fourth rows use, as the average wage measure, state-quarter average wages from Burning Glass, state-quarter av-
erage wages from the Current Population Survey, and national average wages from the Current Population Survey.
See Table 10 for details.

growth for new hires and national unemployment changes, for 1985-2006. The sample period

and measure of wages is the same as Haefke, Sonntag, and Van Rens (2013). In all the regres-

sions that use average wages instead of job level wages, the standard error is far higher. There-

fore the variance due to job composition is large in practice, and precludes researchers from

detecting downward rigidity in average wages. Table 10 reports the point estimates and stan-

dard errors from the regressions in Figure 7. Columns (1), (3) and (5) report the specifications

from row (2), (3) and (4) of Figure 7, respectively.

The reason why the job-level estimates are more precise is not because Burning Glass has a

larger sample than the Current Population Survey. Figure 7 shows that estimates using average

wages are equally imprecise in both Burning Glass and the CPS. The regressor varies at the state

level. So, the degrees of freedom in the regression that studies job level wages is the number

of states, and not the number of jobs.39 Put differently, recall that we cluster standard errors

39To see this point formally, note that we can estimate δ̂Benchmark using only data aggregated at the state by
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in the benchmark regression at the state level, given that the regressor varies at the state level.

So, holding fixed the number of states, more observations within the state do not lower the

standard error much.40

Table 10 also considers specifications that control for further information, but still do not

isolate job-level variation. In all cases, estimates of downward wage rigidity remain imprecise.

Evidently, job-level variation is essential to obtaining precise estimates. Column (2) studies

average wages from Burning Glass and controls for detailed occupation and industry informa-

tion. Column (4) studies average wages from the Current Population Survey data and controls

for detailed occupation information.41 Column (6) studies average wages for new hires from the

National Longitudinal Survey of Youth and controls for worker fixed effects, following the proce-

dure for measuring the average wage for new hires in Hagedorn and Manovskii (2013), Kudlyak

(2014), and Basu and House (2016). This column also controls for the proxy for job composition

developed by Hagedorn and Manovskii (2013).42 In all cases, the confidence intervals are wide.

6 Job Level Wages and Unemployment Fluctuations

We now develop a model. In the empirics, we measured wage rigidity for new hires at the

job level. The model shows that measuring job level wages is important, because this wage

variation governs unemployment fluctuations. We study a simple extension of the standard

Diamond-Mortensen-Pissarides labor search model with multiple job types, in order to have a

precise definition of job level wages. We use the model to make two points. First, we show an-

alytically that changes in the wage for new hires, at the job level, are particularly important for

unemployment fluctuations. Second, we show that the wage rigidity in the data leads to large

and asymmetric unemployment fluctuations.

quarter level. The benchmark regression equation (5) is numerically equivalent to the regression∑
i
νi st∆ log wi st =α+γt +β∆Ust +δBenchmarkI [∆Ust < 0]∆Ust +

∑
i
νi stεi st .

The left hand side variable is the state average of job-level wage growth within each quarter. Thus all variables in
this regression vary only at the state-by-quarter level.

40Some papers studying wage rigidity for new hires consider regressions with worker-level panel data, of the
form wi t = α+βUt + controli t + εi t where wi t is the wage for a newly hired worker and Ut is quarterly national
unemployment. Some papers cluster standard errors at the worker level (Gertler, Huckfeldt, and Trigari, 2016).
However, the regressor varies at the quarter level. So, clustering standard errors at the worker level understates the
true standard error of the estimator, since there are many more workers than there are quarters. See Solon, Barsky,
and Parker (1994), p. 13, for a lucid discussion of this issue.

41Note, however, that consistent occupation codes are only available in the CPS from 2012 onward.
42The wage measure is from Basu and House (2016). The NLSY is a long panel, hence one can construct a mea-

sure of the average wage for new hires that controls for worker fixed effects.
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6.1 Model Setup

We study a standard Diamond-Mortensen-Pissarides model. Time is discrete and infinite. Un-

employment fluctuations are driven by output per worker yt , which follows an exogenous AR(1)

process with mean value 1, that is

yt =
(
1−ρ)+ρyt−1 +εt εt ∼ N (0,σ2). (7)

yt is a measure of labor demand.43 There is a unit measure of homogeneous workers, who are

either employed and producing output yt , or unemployed and searching for work.44 Work-

ers are risk neutral, and derive utility from consumption only. Workers have discount factor

β ∈ (0,1) over future utility flows. Workers consume their wage in the periods that they are em-

ployed, and derive no flow utility from unemployment.

6.1.1 Wage Setting: Downward Rigidity and Job Types

We now introduce our two modifications to the standard DMP model: high and low wage job

types, and downward wage rigidity at the job level.

Workers search for employment in either high or low wage job types during period t . In each

job type, risk neutral firms post vacancies to hire with workers.

When a worker and firm hire at time t , wages are set. wi t is the real wage for a worker newly

matched with a job of type i , and wages are fixed for the duration of the match. The wage for

new hires in each job type satisfies

wH t = max
[
wH ,t−1,φH yγt

]
(8)

wLt = max
[
wL,t−1,φL yγt

]
(9)

where

0 <φL <φH < 1.

This specification of wage setting has two implications. First, there are high and low wage

job types. Since φH >φL , the wage for new hires is higher for job type H .

Second, the wage for new hires is more rigid downwards than upwards at the job level.

Wages cannot fall between successive hires made by the same job type. Yet wages can rise if

43In practice, many shocks other than labor productivity may affect labor demand, such as monetary or fiscal
policy. Labor productivity stands in for this more general set of shocks.

44We focus on job heterogeneity by assuming homogeneous workers. In practice, worker heterogeneity also mat-
ters for wage dynamics and unemployment fluctuations—see Solon, Barsky, and Parker (1994), Basu and House
(2016) and Mueller (2017), amongst others.
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labor demand yt increases sufficiently, with a pass through from yt into wi t governed by the

parameters φi and γ. When wages rise, their dynamics are similar to wages with Nash bargain-

ing, as in the canonical DMP model of Shimer (2005) and others.45

The non-parametric evidence of Figure 1 motivates our approach to modelling wages. In the

data, the relationship between wage growth and unemployment changes is roughly piecewise

linear, with a break around unemployment changes of zero. When unemployment falls, during

expansions, the wage for new hires rises at the job level. However the wage for new hires does

not fall during contractions, at the job level. Equations (8) and (9) also imply that wages are

more sensitive to expansions in labor demand when the level of labor demand is high, in line

with the finding of subsection 4.4.46

We do not model the underlying forces that might cause φH and φL to differ, nor that might

generate downward wage rigidity. Hall (2005b) shows that in DMP models, a range of wages are

consistent with bilaterally efficient bargaining between workers and firms. The wage setting in

equations (8) and (9) are consistent with bilateral efficiency in a neighborhood of the steady

state.

Since workers and firms are both risk neutral, and the job is a long term contract, what mat-

ters to both parties is the present value of wages. The timing of wage payments that we choose,

with wages are fixed throughout the match, is a convenient normalization that emphasizes the

role of the wage for new hires.47

6.1.2 Frictional Labor Market

There is a separate frictional labor market for each job type. Each labor market resembles that

of the standard labor search model.

We model worker transitions between labor markets in a simple way. At the end of period t−
1, an exogenous shareω of workers in each job type switch to being unemployed and searching

for work in the other job type. The probability that a worker switches job types does not depend

on whether she is employed or unemployed at the end of period t−1.48 Also at the end of period

t−1, an additional share s of the li ,t−1 workers employed in job type i = H ,F separate from their

jobs, in order to search for jobs of the same type.

45See Michaillat (2012), Dupraz, Nakamura, and Steinsson (2016) and Chodorow-Reich and Wieland (2017) for
similar approaches to modelling downwards wage rigidity.

46Our model for wages also features positive pass through from labor productivity into wages, but no pass
through from workers’ outside option into wages (Jäger, Schoefer, Young, and Zweimüller, 2018).

47Moreover, the large literature on wage rigidity in continuing jobs shows that wages after the start of the hire are
cyclically unresponsive, in line with our assumption here. We discussed new empirical evidence in favor of this
assumption in subsection 4.3.4.

48Thus there is no on-the-job search—when workers switch job types, they first leave their current job, and then
search for a new type of job.
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Thus at the beginning of period t , the number of unemployed workers searching for jobs of

type i satisfies

ui t = 1

2
− (1−ω) (1− s) li ,t−1, (10)

since there is a measure 1/2 of workers either employed or searching for work in each job type at

the start of period t , and (1−ω) (1− s) li ,t−1 workers remain employed from the previous period.

Aggregate unemployment is ut = uH t +uLt .

There is a large measure of risk neutral firms of each job type, with discount factor β ∈ (0,1) .

Firms in each job type post vi t vacancies in total, to hire with the unemployed workers. In

period t , total hires ni t are given by a matching function ni t = M(ui t , vi t ) = Ψuα
i t v1−α

i t ,α ∈
(0,1) .The key state variable governing each labor market is labor market tightness

θi t ≡ vi t /ui t . (11)

The per-period cost of posting vacancies is c > 0. Vacancy posting costs capture firms’ recruiting

expenses, as they search for workers in the frictional labor market. The vacancy filling rate is

q(θi t ) =Ψθ−αi t . The vacancy filling rate is decreasing in θi t —in a tight labor market, firms cannot

find workers easily. Workers start working in the same period that they are hired.

If a worker finds a job in period t , they start producing output in the same period. The job

finding rate of a worker searching for either job type is f (θi t ) =Ψθ1−α
i t . The job finding rate is

increasing in θi t —in a tight labor market, workers find jobs easily.

Tightness and employment comove positively. When the labor market is tight, firms hire

many workers and employment rises. In particular, employment during period t satisfies

li t = 1

2
− (

1− f (θi t )
)(1

2
− (1−ω) (1− s) li ,t−1

)
. (12)

6.1.3 Firm Profits

Our model of the firm also follows the standard DMP setup. If a hire is filled at time t , it imme-

diately starts to produce output. For periods t+ j in which a hire is not destroyed, the hire in job

type i produces output yt+ j , common across job types, and pays job-type-specific wage wi t to

the worker. The firm receives flow profit yt+ j −wi t .

The value of an unfilled vacancy depends on the chance that a vacancy is filled, and the cost

of posting vacancies, as well as its continuation value. Then if Ki t is the value of an unfilled

vacancy and Ji ,t ,t is the value in period t of a vacancy that is filled in period t , Ki t is given by

Ki t =−c +q(θi t )Ji t ,t +β
(
1−q(θi t )

)
Et Ki ,t+1. (13)
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The value of a filled vacancy to a firm is the flow profit, and the continuation value, after

deducting the risk of job destruction. Ji ,t ,t+ j is given by

Ji ,t ,t+ j = yt+ j −wi t +β
[
(1− s) (1−ω)Et+ j Ji ,t ,t+ j+1 + [1− (1− s) (1−ω)]Et+ j Ki ,t+ j+1

]
(14)

where Et+ j denotes the expectation conditional on time t + j information.

6.1.4 Free Entry and Equilibrium

There is free entry in vacancy posting. Vacancy posting continues until the labor market be-

comes tight. Then vacancies are hard to fill, driving the ex ante value of vacancies to zero. Free

entry implies

Ki t ≥ 0 vi t ≥ 0 (15)

for all t with complementary slackness. When labor productivity rises, job creation becomes

more profitable. Firms create many vacancies and the labor market tightens.

Our definition equilibrium is the same as the standard labor search model, other than the

addition of multiple job types. An equilibrium is a collection of stochastic processes

{li t , vi t ,θi t ,ui t , wi t }∞t=0

for i = H ,L, that satisfy the law of motion for unemployment (10), the definition of labor market

tightness (11), wage setting equations (8) and (9), the Bellman equations for the value of an

unfilled vacancy (13) and the value of a filled vacancy (14), and the free entry condition (15). The

equilibrium is conditional on initial employment li ,−1 for each job type and the AR(1) process

(7) for yt .

6.1.5 Job-Level and Average Wage Changes

Our modelling of job-level wages is the point of departure from the standard Diamond-Mortensen-

Pissarides model. The standard model has a single job type—there is no distinction between

job-level and average wages.

But our model admits a distinction between job level and average wage changes. Job-level

changes in the wage for new hires are ∆wH t and ∆wLt . These are wage changes between hires

of the same job type, in successive periods. Given downward rigidity, job-level wage changes

may be positive, but are never negative. Average wages for new hires are

w average
t = nH t wH t +nLt wLt

nH t +nLt
.
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Average wages aggregate across the high and low wage job types.

6.2 Job-level Wages Are Key for Unemployment Fluctuations

We now show the first main result coming from the model. Job-level wage changes are allocative

for unemployment fluctuations. We derive a formula linking unemployment changes to wage

changes, and show that job-level wage changes are what matter. So according to the model, we

have measured a particularly important object in our empirics.

Proposition 2. In a neighborhood of the steady state and to a first order

∆ logut

∆ log yt
=−A+B

average job-level wage growth︷ ︸︸ ︷[
µ∆ log wH t +

(
1−µ)

∆ log wLt

∆ log yt

]
(16)

where A,B > 0,µ ∈ (0,1) and ∆xt ≡ xt − xt−1 is the difference operator, for constants A,B and µ

defined in Appendix Section D.2.49

The left hand side of equation (16) is the response of aggregate unemployment in the econ-

omy to labor demand shocks yt . The term in the square brackets of the RHS is the response of

a weighted average of job-level wage growth to labor demand. ∆ log wi t is wage growth across

successive hires in job type i , which depends on the wage setting equations (8) and (9). A and B

capture other time-invariant factors affecting the sensitivity, such as the average profit on newly

created jobs, and the elasticity of the matching function.

Equation (16) reveals two key insights. First, job level wage changes are allocative for un-

employment fluctuations. The response of unemployment to labor demand shocks depends

entirely on how job-level wages respond to labor demand shocks. When job-level wages are

more flexible, so ∆ log wi t /∆ log yt is higher, then unemployment is less sensitive to labor de-

mand, and ∆ logut /∆ log yt is smaller in magnitude.

Intuitively, in labor search models, job creation depends on firms’ incentives to create new

jobs. In turn, job creation governs unemployment fluctuations in labor search models. Firms’

incentives to create jobs depend on how profitable the new jobs are. These profits, in turn,

depend on job-level changes in the wage for new hires, which deduct from profits in new jobs.

Crucially, it is job-level and not average wage changes which matter. From equation (16),

changes in average wages for new hires play no independent role in governing unemployment

49To derive this equation, we also use the approximation that, inflows into and outflows from employment are
equal. This approximation is accurate at quarterly frequency (e.g. Shimer, 2005). In our first order approximation,
we exploit that all equilibrium equations are continuously differentiable except the wage setting equations (8) and
(9). The proof of this, and all other propositions, are also in Appendix Section D.
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fluctuations. Regardless of how average wages change, a weighted average of job-level wage

growth µ∆ log wH t +
(
1−µ)

∆ log wLt pins down unemployment fluctuations.

The second insight is that equation (16) reaffirms the basic argument of Pissarides (2009). It

is the wage for new hires, as opposed to continuing jobs, which is key for unemployment fluc-

tuations. The wage for new hires governs firms’ profits on the new jobs that they are contem-

plating creating. Our main point, relative to Pissarides (2009) and other standard labor search

models, is to separate job-level and average variation in the wage for new hires, to map the

model to our new evidence.

Our argument for the importance of job level wages does not hinge on the specific way in

which we have modelled jobs. In Appendix Section E, we consider an alternative version of the

Diamond-Mortensen-Pissarides model in which job-level wages are equally important. This al-

ternative model features a continuum of firms with heterogeneous productivity and decreasing

returns to scale in production, similar to Michaillat (2012), Acemoglu and Hawkins (2014) and

Elsby and Michaels (2013), albeit with several simplifications relative to the latter two models.

Our baseline model has random search, but job-level wages are equally important in mod-

els with posted wages and directed search within job types. If there is directed search within

job types, a similar equation to (16) will hold. This similarity is well known (e.g. Moen, 1997;

Chodorow-Reich and Karabarbounis, 2016). In practice, US labor markets feature both posted

and bargained wages, and both random and directed search (Hall and Krueger, 2012).

6.2.1 Unemployment is More Sensitive to Contractions in Labor Demand

Given that job-level wage changes are allocative for unemployment fluctuations, downward

wage rigidity at the job level leads to asymmetry—unemployment is more sensitive to contrac-

tions than expansions in labor demand. We plug wage setting equations (8) and (9) into equa-

tion (16) to arrive at this result.

Corollary. Starting from the steady state at time t − 1, changes in unemployment satisfy to a

first order

∆ logut =

(−A+

wage
flexibility
upwards︷︸︸︷

Bγ )∆ log yt if ∆ log yt > 0

−A∆ log yt if ∆ log yt < 0

(17)

Equation (17) makes a simple point. Unemployment is more sensitive to contractions than

expansions in labor demand. During an expansion, so ∆ log yt > 0, the comovement between

unemployment ut and labor demand yt is of lower magnitude. The differential sensitivity is en-
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tirely because the job-level wage for new hires is more rigid downwards. B captures the sensi-

tivity of unemployment to wage changes. γ measures the extent to which wages move upwards

with labor demand.

The intuition for this result is simple. After a contraction in output per worker, job-level

wages do not fall. Firms’ profits on new jobs fall sharply. Firms lower job creation, and un-

employment rises. By contrast, after an expansion in output per worker, job-level wages rise.

Firm’s profits on new jobs increase more gradually—as a result, job creation and unemployment

changes are smaller.

6.3 Calibration Exercise

We now do a simple calibration exercise. The goal of this exercise is to gauge the quantitative

importance of our estimates of downward wage rigidity, for unemployment fluctuations.

We calibrate the parameters in equation (17). We then ask how much∆ logut /∆ log yt differs

when the economy receives positive versus a negative labor demand shock. This difference

summarizes how much downward wage rigidity matters for unemployment dynamics.

Table 11 contains the calibration values. Our calibration proceeds in two main steps.

In the first step, we calibrate the degree of wage flexibility upward, γ, using our new job

level estimates. In section 4, we estimated the semielasticity of the wage for new hires with re-

spect to unemployment,∆ log w/∆U , during expansions. To uncover∆ log w/∆ log y, we rescale

∆ log w/∆U by an estimate of ∆U /∆ log y. The empirical counterpart to y is labor productivity,

which we measure at the state-quarter level from the BEA’s regional economic accounts. We

estimate ∆U /∆ log y at quarterly frequency in an auxiliary regression, which we report in Ap-

pendix Section B, Table 16.50 . The value of ∆ log w/∆ log y pins down wage flexibility upward,

because γ is the elasticity of wages to a positive labor demand shock.51 Second, we calibrate

A and B using standard values from the labor search literature. For simplicity, we assume that

ūH ≈ ūL ,φH ≈φL , to avoid taking a stand on the precise definition of a job type.

Our calibration reveals two results. First, downward wage rigidity leads to substantial asym-

metry in unemployment dynamics. Table 11 also records this result. Unemployment is almost

four times more sensitive to a contraction in labor demand than an expansion in labor demand.

Starting from steady state, after an increase in y of 1 percent, unemployment decreases by 0.8

percent. After a decrease in y of 1 percent, unemployment rises by 3 percent. This asymmetry

is entirely because wages are rigid downward and flexible upward. So, the degree of downward

wage rigidity in the data is quantitatively important.

50We did not detect asymmetry in the comovement between U and y.
51We measure both labor productivity and wages in nominal terms, given that regional prices are measured with

substantial error.
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This first result from the calibration is key to the contribution of our paper. Many pa-

pers have previously argued that downward wage rigidity for new hires should lead to nonlin-

earity and asymmetry in unemployment dynamics (Dupraz, Nakamura, and Steinsson, 2016;

Chodorow-Reich and Wieland, 2017). But there is limited previous evidence on whether wage

rigidity for new hires can generate quantitatively relevant asymmetries. Our calibration exercise

shows that downward wage rigidity is, indeed, quantitatively important.

The second calibration result is that unemployment fluctuations that are on average roughly

as large as the data. Table 11 also records this result. The average value of ∆ logut /∆ log yt

predicted by the model is -1.92. For comparison, the value of ∆ logut /∆ log yt in US time series

data for 1950-2018 is -1.9.52 So, wage rigidity can resolve the “unemployment volatility puzzle”

of Shimer (2005).53

This second result from the calibration is also key to the contribution of our paper. Many

previous papers, such as Hall (2005a) and Gertler and Trigari (2009), argue that wage rigidity can

rationalize unemployment fluctuations. But consensus on wage rigidity for new hires is elusive.

So, direct evidence that wages for new hires are rigid enough to rationalize the unemployment

fluctuations in the data is important.

7 Conclusion

We use a new dataset to show downward rigidity in the wage for new hires at the job level. We

have three findings. First, the wage for new hires rarely changes between successive vacancies

at the same job. When wages do change for a given job, they are three times more likely to rise

than to fall. These findings imply a downward constraint on the wage in newly created jobs.

Second, at the job level, the wage for new hires rises during expansions but does not fall during

contractions. So, wages are rigid downward and flexible upward at the job level. Third, wage

flexibility upward is state dependent, consistent with downward rigidity.

One important question that our paper does not answer is why the wage for new hires is

more rigid downward than upward at the job level. Several plausible mechanisms for downward

wage rigidity largely apply to continuing workers and not for new hires. For example, firms

might offer implicit contracts in the form of downwardly rigid wages to continuing workers, and

not extend the same insurance to new hires (Beaudry and DiNardo, 1991). In ongoing work, we

52We calculate ∆ logut /∆ log yt from a regression of the growth in quarterly unemployment on the growth in
quarterly real output per worker, using the measures of quarterly unemployment and quarterly real output per
worker from Table 11, without detrending either measure.

53Note that we calibrate φ to target the labor share. So, our model implies a substantially larger profit share than
Hagedorn and Manovskii (2008). Hazell (2019) argues that the relevant notion of the profit share in DMP models
includes the return to capital, consistent with our calibration.
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seek to understand the mechanisms behind downward rigidity for new hires.
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8 Tables

Table 1: Summary Statistics

Min Max Average
Posts Per State 4799 3012689 421412
Posts Per Quarter 279252 1278327 782622
Posts Per State-Quarter 49 190582 15050
Posts Per 6 Digit SOC Code 1 1925439 25500

Total Posts 21913422
Share Missing Job Title .57
Share Missing Establishment Code .57
Share of 6 digit SOC occupations .99
covered
Share posting wage range .44
Average width of range .077

Pay Categories:
Base Pay Bonus Total Pay Total

Annual 3962172 530169 3648138 8234372
Daily 330899 306405 857674 1520389
Hourly 6067618 376666 3918815 10397359
Monthly 380414 438023 743509 1577650
Weekly 80038 22368 68401 183652
Total 10821141 1673631 9236537 21913422

Notes: the width of the wage range is defined as (Max−Min)/Max, where Max and Min are the
maximum and minimum of the wage range. The share of 6 digit SOC occupations covered, is
defined as the share of 6 digit occupations in the 2014-2016 Occupational Employment Statis-
tics (OES) that post in Burning Glass, weighted by OES employment.
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Table 2: Comparison of Wage for New Hires in CPS and BG, by State-Quarter

Panel A: Log CPS New Hire Wage, by State-Quarter
(1) (2) (3) (4) (5) (6)

Independent Variable:
Log Burning Glass Wage, 0.970*** 1.034*** 0.715***
All Vacancies (0.174) (0.252) (0.108)
Log Burning Glass Wage, 0.957*** 1.017*** 0.706***
Vacancies with Job Code only (0.171) (0.246) (0.106)

Panel B: Log QWI New Hire Earnings, by State-Quarter
(1) (2) (3) (4) (5) (6)

Independent Variable:
Log Burning Glass Wage, 1.246*** 1.184*** 1.007***
All Vacancies (0.203) (0.347) (0.140)
Log Burning Glass Wage, 1.234*** 1.168*** 0.997***
Vacancies with Job Code only (0.201) (0.341) (0.139)
State Effects N Y N N Y N
Time Effects N N Y N N Y
Number of Observations 1428 1428 1428 1428 1428 1428
State Clusters 52 52 52 52 52 52

Notes: in Panel A, the dependent variable is the log of the hours-weighted mean wage for newly hired workers from
the 2010-2016 CPS, by quarter and state. Newly hired workers are identified using the rotating panel structure of
the Basic Monthly File, and wages are from the Outgoing Rotation Group. Wages are trimmed at the first and 99th
percentile. The wage is usual hourly earnings for hourly and non-hourly workers, constructed following CEPR’s
“wage 3” series, for non-farm workers. The regression in panel A is weighted by the number of CPS observations
in each state-quarter.

In Panel B, the dependent variable is the log of the mean hourly earnings for newly hired workers from the
2010-2016 Quarterly Workforce Indicators (QWI), by quarter and state. The regression in panel B is weighted by
the number of hires in the quarter, also from the QWI.

In the 2010-2016 Burning Glass, the wage is the log of workers’ salaries. Salaries are reported by pay fre-
quency (e.g. hourly or annual) and salary type (e.g. base pay or total pay). Salaries are trimmed at the 5th and 95th
percentiles in each year, within each pay frequency and salary type. To uncover state-quarter salaries, we regress

log(salaryi st ) =α+∑
p,s
βps Dps +

∑
s,t
γst Wst +errori st

where Dps denotes a set of salary type by pay frequency dummies and Wst is a set of state by quarter dummies.
Observations are weighted by the 2014-2016 OES. Then Wst is the log mean salary in the state-quarter, after
adjusting for pay frequency and salary type. We split the sample in half in each state-quarter, and instrument for
salaries in one sub-sample with salaries in the other, to overcome measurement error. A vacancy has a job code if
it has a non-missing establishment and job title identifier.

Standard errors are two way clustered by quarter and state. One, two and three asterisks denote significance at the
5, 1 and 0.1 percent levels, respectively.
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Table 3: Summary Statistics, for Data Differenced by Job

Min Max Average Total
Total Vacancy Posts 1598505
Share of 6 digit SOC occupations .99
covered in the OES
Posts Per Job 2 23 2.5
Jobs per 6 digit SOC 1 176081 1247.2
occupation
Jobs per State 264 118076 19909
Jobs per Quarter 7519 117566 38343

Notes: a job is an employer by location by pay frequency by salary type by job title unit. We take
the quarterly average wage by job, and then difference by the job.
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Table 4: Quarterly Job-Level Statistics On Wage for New Hires

Unweighted OES Weights QCEW Weights High Wage Jobs
(1) (2) (3) (4)

Probability of 0.17 0.16 0.16 0.16
Job-Level Wage Change
Probability of 0.11 0.11 0.11 0.11
Job-Level Wage Increase
Probability of 0.04 0.04 0.04 0.04
Job-Level Wage Decrease
Implied Duration for which Job-Level 5.45 5.77 5.53 5.46
Wages Are Unchanged (Quarters)
N 1598505 1598505 1598505 1198879

Notes: a job is an establishment by region by job title by salary type by pay frequency ob-
servation. The wage for new hires is averaged within each job-quarter. The sample is the
2010-2016 Burning Glass data. We estimate the probability of job-level wage change using
a similar method to Klenow and Kryvtsov (2008) and Nakamura and Steinsson (2008). We
assume that the hazard rate of job change/increase/decrease is constant and identical for
all jobs in the same 2 digit SOC code occupation. We then estimate the hazard rate of job
change/increase/decrease by maximum likelihood. We then calculate the implied duration and
probability of change/increase/decrease for each occupation, and then take the median across
occupations, weighted by the number of vacancies. In column (2), we reweight to target the
distribution of jobs at the 6 digit SOC level from the 2014-2016 OES. In column (3) we reweight
to target the distribution of employment across states from the 2010 QCEW. In column (4) we
drop jobs in the bottom quartile of the wage distribution.
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Table 5: Regression of Job-Level Wage Growth for New Hires on Unemployment Changes

Dependent Variable: Quarterly Job-Level Growth in Wage for New Hires
(1) (2) (3) (4) (5)

Independent Variable:
∆Ust -0.0517 0.152 0.0454 -0.946*** 0.367

(0.256) (0.308) (0.249) (0.102) (0.892)
∆Ust × I (∆Ust < 0) -1.255*** -1.413*** -1.309*** -2.397*

(0.265) (0.371) (0.246) (1.029)
Job-Level Difference Y Y Y Y Y
Time Effect Y Y Y Y Y
State Trend N Y N N N
OES Weight N N Y N N
Oil Shock IV N N N N Y
N 1566182 1566182 1511642 1566182 1566182
State Clusters 52 52 52 52 52

Notes: the dependent variable is quarterly percentage wage growth for new hires, from the
2010-2016 Burning Glass data. Wages are averaged within each job-quarter. The independent
variable is the change in state-quarter unemployment from the 2010-2016 LAUS, in percentage
points. We project unemployment changes onto state-quarter employment growth from the
2010-2016 QCEW, in all but the final column. In columns (1)-(3), we project positive and
negative unemployment changes on positive and negative employment growth changes. We
control for an indicator variable for whether unemployment changes are positive or negative.

In the final column, we instrument for unemployment with a Bartik-style
instrument based on the oil price. The first stage regression is ∆Ust =∑

s
[
βs∆ log

(
oil pricet−1

)+γs I
(
∆ log

(
oil pricet−1

)< 0
)
∆ log

(
oil pricet−1

)] + errorst , where
αs , βs and γs are estimated, similarly to Nakamura and Steinsson (2014). oil pricet is the price
of Brent crude oil averaged over quarter t .

Wage growth is trimmed at the 1st and 99th percentiles. A job is an employer by location
by pay frequency by salary type by job title unit. Standard errors are in parentheses, clustered
by state; except for the last column, which clusters by state and quarter. A plus sign, one, two
and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. The
sample is vacancies in the 50 states, plus the District of Columbia and Puerto Rico. In some
specifications, we reweight to target the occupation employment distribution at the 6 digit SOC
level from the 2014-2016 OES.
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Table 6: Estimates of Downward Wage Rigidity—Robustness

Specification Coefficient on ∆Ust × I (∆Ust < 0) S.E. N
1. Baseline -1.255*** (0.265) 1566182
2. Excludes vacancies in consecutive quarters -2.061*** (0.308) 626034
3. Annual -2.703** (0.959) 656596
4. Controls for time since last vacancy -0.520** (0.163) 1566182
5. Heckman correction for selection bias -1.402*** (0.244) 1566182
6. QCEW Weighted -1.161*** (0.257) 1566182
7. X11 adjustment -4.366*** (1.536) 1566182
8. State ×Quarter-of-year FEs -0.931* (0.435) 1566182
9. No wage ranges -1.174*** (0.303) 795316
10. No bonuses -1.290*** (0.287) 1410347
11. Alternative job definition -1.744*** (0.233) 1229020
12. No time fixed effect -1.319*** (0.165) 1566182

Notes: the first row reports the coefficient on ∆Ust × I (∆Ust < 0) from the benchmark regression, that is, column (1) of Table 5.
The second row reports the coefficient from the benchmark regression, after excluding vacancies posted in the quarter immediately
after another vacancy of the same job. The third row runs the baseline regression at annual frequency, by taking the mean wage of
vacancies within a job and year. The fourth row controls for the time that has elapsed since the job last posted a vacancy. The fifth
row corrects for selection bias following Heckman (1979). The selection equation includes the regressors in the baseline regression
equation as well as the level of quarterly state log employment and unemployment equation. The sixth row reweights to target
mean employment in each state over 2010-2016, from the Quarterly Census of Employment and Wages. The seventh row reports
the coefficient from the benchmark regression, after seasonally adjusting using the Census Bureau’s X-11 algorithm. We seasonally
adjust at the state-quarter level for 1980-2017 data, for both unemployment and employment. The eighth row reports the coefficient
from the benchmark regression, after also controlling for the interaction of quarter-of-year and state fixed effects. The ninth row
drops from the sample all vacancies that post a range of wages, instead of a point wage. The tenth row excludes vacancies with
bonus pay. The eleventh row uses an alternative definition of a job, by taking the mean wage across job titles by establishments,
averaging over workers paid at different frequencies (e.g. averaging over hourly and annual paid workers). A plus sign, one, two and
three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. Standard errors are clustered by state.
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Table 7: Regression of Establishment Wages for New Hires on Unemployment

Dependent Variable: Quarterly Establishment-Level
Growth in Wage for New Hires

(1) (2) (3) (4)
Independent Variable:
∆Ust 0.00392 -0.268 -0.0431 -0.909***

(0.313) (0.353) (0.341) (0.0737)
∆Ust × I (∆Ust < 0) -1.082** -0.785+ -1.021*

(0.382) (0.427) (0.414)
(∆Ust )2

Establishment-Level Difference Y Y Y Y
Time Effect Y Y Y Y
State Trend N Y N N
QCEW Weight N N Y N
N 1845695 1845695 1845695 1845695
State Clusters 52 52 52 52

Notes: the dependent variable is quarterly percentage wage growth for new hires, from the
2010-2016 Burning Glass data. Wages are averaged within each establishment-quarter, sepa-
rately for each pay frequency (e.g. hourly, monthly or annual) and salary type (e.g. base pay
or total pay). The independent variable is the change in state-quarter unemployment from the
2010-2016 LAUS, in percentage points. We project unemployment changes onto state-quarter
employment growth from the 2010-2016 QCEW. In the asymmetric specifications, we project
positive and negative unemployment changes on positive and negative employment growth
changes and control for an indicator variable for whether unemployment changes are positive
or negative. Wage growth is trimmed at the 1st and 99th percentiles. An establishment is an
employer by location by pay frequency by salary type unit. Standard errors are in parentheses,
clustered by state. A plus sign, one, two and three asterisks denote significance at the 10, 5, 1
and 0.1 percent levels, respectively. The sample is vacancies in the 50 states, plus the District of
Columbia and Puerto Rico. In some specifications, we reweight to target the average regional
employment distribution at the state level from the 2010-2016 QCEW.
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Table 8: Wage Rigidity After Contractions and Expansions

Dependent Variable: Quarterly Job-Level Growth in
Wage for New Hires

(1) (2) (3) (4)
Independent Variables:
∆Ust -0.557** -0.486** -0.621*** -0.559**

(0.184) (0.168) (0.0555) (0.185)
∆Ust× -0.727*** -0.744*** -0.646*** -0.725***
I
(
Us,t−1 −Us,t−13 < 0

)
(0.138) (0.130) (0.0561) (0.139)

Job-Level Difference Y Y Y Y
Time Effects Y Y Y Y
State Trend N Y N N
State ×Quarter-of-Year Effects N N Y N
Level of Unemployment N N N Y
Number of Observations 1089785 1089785 1089785 1089785
State Clusters 52 52 52 52

Notes: We estimate the regression

∆ log w j st =α+γt +κ∆Ust +ν∆Ust × I
(
Us,t−1 −Us,t−13 < 0

)+ε j st

The dependent variable is quarterly job-level wage growth, in percentage points, for new hires,
from the 2010-2016 Burning Glass data. Wages are averaged within each job-quarter. The in-
dependent variable is the change in state-quarter unemployment from the 2010-2016 LAUS,
also in percentage points. We interact state-quarter unemployment changes with an indica-
tor for whether state unemployment fell over the previous three years, and we also add a con-
trol for this indicator variable. We restrict the sample only to observations for which ∆Ust < 0.
We project unemployment changes onto state-quarter employment growth from the 2010-2016
QCEW, employment is interacted with the same indicator. Wage growth is trimmed at the 1st
and 99th percentiles. A job is an employer by location by pay frequency by salary type by job
title unit. Standard errors are in parentheses, clustered by state. A plus sign, one, two and three
asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. The sample is
vacancies in the 50 states, plus the District of Columbia and Puerto Rico.
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Table 9: Regression of State Share in High Wage Vacancies on Unemployment

Panel A: Quarterly Change in State Share of
High Wage Vacancies

(1) (2) (3) (4)
∆Ust -0.654 -1.040 4.815 -0.0414

(0.831) (1.286) (2.677) (0.393)
∆Ust × I (∆Ust < 0) 0.982 1.549 -3.537

(1.270) (1.927) (5.138)
State Difference Y Y Y Y
Time Effect Y Y Y Y
State Trend N Y N N
QCEW Weight N N Y N
N 1404 1404 1404 1404
State Clusters 51 51 51 51

Notes: the dependent variable is the change in the quarterly share of high wage vacancies within
each state. High wage vacancies have a wage above the national median wage, by salary type
and pay frequency, in 2010-2016 Burning Glass. The independent variable is the change in
state-quarter unemployment from the 2010-2016 LAUS, in percentage points. We project un-
employment changes onto state-quarter employment growth from the 2010-2016 QCEW. In the
asymmetric specifications, we project positive and negative unemployment changes on posi-
tive and negative employment growth changes. Standard errors are in parentheses, clustered
by state. A plus sign, one, two and three asterisks denote significance at the 10, 5, 1 and 0.1 per-
cent levels, respectively. The sample is vacancies in the 50 states, plus the District of Columbia.
In some specifications, we reweight to target the average regional employment distribution at
the state level from the 2010-2016 QCEW, otherwise we weight by state number of vacancies in
Burning Glass.
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Table 10: Estimates of Downward Wage Rigidity from Average and Worker-Level Wages

Quarterly Growth in Average Wage for New Hires
State Average National Average

Burning Glass CPS CPS NLSY
(1) (2) (3) (4) (5) (6)

∆Unemployment -0.0226 -0.275 -3.379 -3.888 3.770 -1.779
(1.543) (0.903) (3.227) (3.486) (3.468) (3.172)

∆Unemployment × 1.791 1.627 3.255 1.291 -5.108 2.935
I
(
∆Unemployment < 0

)
(1.852) (1.382) (3.191) (2.903) (5.151) (4.311)

Occupation Controls N Y N Y N N
Industry Controls N Y Y Y N Y
Worker Demographic Controls N N Y Y Y Y
Worker Fixed Effects N N N N N Y
Hagedorn and Manovskii (2013) Control N N N N N Y
N 1377 1377 1377 918 83 83

Notes: each column regresses a measure of wage growth for new hires on unemployment changes. In the first and second columns, the dependent variable is the percentage growth in average state

wages, from Burning Glass. The independent variables are state unemployment changes, an indicator if state unemployment is falling, and the interaction of the indicator with state unemployment.

We project the dependent variables onto state-quarter employment growth from the 2010-2016 QCEW, and interact employment growth with an indicator for whether employment growth is positive.

The sample period is 2010-2016, the sample is vacancies in the 50 states plus the District of Columbia. In column (1), average state wages in Burning Glass are measured in the same way as in Table

2. Column (2) is the average of residual state wages, controlling for 2 digit industry fixed effects and 6 digit occupation fixed effects. In the third and fourth columns, the dependent variable is the

percentage growth in state wages for newly hired workers, from the CPS. The independent variables and sample details are the same as in columns (1) and (2). Wages for new hires in the CPS are

measured in the same way as in Table 2. Column (3) is the average of residual state wages, controlling for worker-specific observable characteristics, namely gender, race, marital status, education, a

fourth order polynomial in experience and census industry code fixed effects in column (3). Column (4) additional controls for census occupation code fixed effects, consistent occupation codes are

only available after 2012. In the fifth column, the dependent variable is the quarterly percentage growth in the national median wage for workers newly hired from unemployment. This wage series is

for 1984-2006, and is taken from Haefke, Sonntag, and Van Rens (2013). The wage series is the average of the residual after regressing wages on worker-specific observable characteristics. We regress

wage growth on the change in national unemployment, an indicator for whether national unemployment is falling, and the interaction of the change in national unemployment with the indicator.

In the the sixth column, the dependent variable is the quarterly percentage growth in the national mean wage for newly hired workers. This wage series is for 1984-2006, and is measured from the

National Longitudinal Survey of Youth, from Basu and House (2016). This specification also controls for job composition using cumulative tightness, as in Hagedorn and Manovskii (2013). The wage

series controls for worker-specific fixed effects, and age. Standard errors are clustered by state in the first four columns, and are heteroskedasticity robust in the last two columns. A plus sign, one,

two and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively.
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Table 11: Calibration

Calibration Inputs

Parameter Meaning Value Source
α Matching function parameter 0.5 Petrongolo and Pissarides (2001),

Şahin, Song, Topa, and Violante (2014)
u Average unemployment 5.8% 2000-2018 average
τ Quarterly separation rate 3.5% 2000-2018 average
ρ Quarterly autocorrelation of output per worker 0.98 2000-2018 average
β Quarterly discount rate 0.99 Shimer (2005)
φ Labor share 0.78 2000-2018 labor share
γ Wage flexibility upwards 0.65 Our estimates

Calibration Result

Labor demand falling, ∆ log y < 0 Labor demand rising, ∆ log y > 0 Average Value
∆ logut /∆ log yt -3.00 -0.83 -1.92

Notes: the unemployment series is from the BLS’s series, derived from the Current Population Survey. The separation rate is from JOLTS. The
labor share is the ratio (compensation / (compensation + net value added)) for the non-financial corporate sector, as recorded in NIPA. The series
for quarterly output per worker is real GDP, from the Bureau of Economic Analysis, divided by total non farm employment from the Bureau of
Labor Statistics. We calculate the first autocorrelation after removing a quadratic trend in output per worker, estimated over 1950-2018.
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Appendix

A Additional Figures

Figure 1: Binned Scatter of State-Quarter Wages for New Hires, in the CPS and Burning Glass
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Log Quarterly State Wage for Newly Hired Workers, CPS
Coefficient = 1.03, SE = .25, State Fixed Effects

Notes: the y axis variable is the log of hours-weighted mean state-quarter wage for newly hired
workers, from the 2010-2016 CPS. The x axis variable is the log of mean state-quarter wages for
new hires, from the 2010-2016 Burning Glass data. The graph plots the weighted mean value of
the y variable, for 50 equally sized weighted bins of the x variable. Bins and means are weighted
by the size of each state-quarter in the CPS. The line is from a least squares regression, weighted
the same way, the standard error is clustered by state. Mean state-quarter wages for new hires
in the CPS, and for new hires in Burning Glass, are calculated in the same way as in table 2.
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Figure 2: Comparison of Employment Shares by Occupation, in Burning Glass and the OES
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Notes: In Burning Glass, the data is 2010-2016; in the OES, the data is 2014-2016. In both
datasets, the comparison is at the 2 digit SOC level, and excludes military.
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Figure 3: Share of Wage Growth Observations in Each State with Falling Unemployment
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All other states have falling annual unemployment throughout 2010-2016

Notes: this graph plots the share of wage growth observations in each state, for which annual
state unemployment is falling during the year of the wage posting, for the state in which the
vacancy is posted. Log wages are differenced by job. The time period is 2010-2016. Unemploy-
ment is from the LAUS. Wages are averaged by job-year, where a job is a job title by establish-
ment by salary type by pay frequency unit.
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Figure 4: Share of Wage Growth Observations in Each Year with Falling Unemployment
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Notes: this graph plots the share of wage growth observations in each year, for which annual
state unemployment is falling during the year of the wage posting, for the state in which the
vacancy is posted. Log wages are differenced by job. The time period is 2010-2016. Unemploy-
ment is from the LAUS. Wages are averaged by job-year, where a job is a job title by establish-
ment by salary type by pay frequency unit.
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Figure 5: Quarterly Global Oil Prices

Notes: this figure plots the quarterly average oil price for 2010 to 2016, using the Brent Crude
measure.
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B Additional Tables

Table 1: Cyclicality of Whether Firms Include Wages In Vacancies

Dependent Variable: Change in Share of State Vacancies with Wage
(1) (2) (3) (4)

Quarterly State 0.0102 0.00746
Unemployment Change (0.0136) (0.0214)
Annual State 0.00304 -0.0111
Unemployment Change (0.00542) (0.0139)
State Difference Y Y Y Y
Time Effects Y Y Y Y
State Trend N Y N Y
Number of Observations 1377 1377 306 306
State Clusters 52 52 52 52

Notes: the dependent variable is the change in percentage points in the share of vacancies in
the state that post a wage in the time period, from a 5% sample of the 2010-2016 Burning Glass
dataset, inclusive of all vacancies that do or do not post wages. The independent variable is the
change in percentage points in state-quarter or state-year unemployment from the 2010-2016
LAUS, projected onto employment growth from the 2010-2016 QCEW. Standard errors are in
parentheses, clustered by state. One, two and three asterisks denote significance at the 5, 1 and
0.1 percent levels. Observations are weighed by 2010 state employment from the QCEW.
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Table 2: Comparison of Burning Glass Wages with Occupation Wages and City Earnings

Dependent Variable: Log Median Hourly Wage by Occupation (OES)
(1) (2) (3) (4)

Independent Variable:
Log Median Salary 1.139*** 1.174*** 0.779*** 1.001***
by Occupation (BG) (0.0945) (0.0678) (0.0883) (0.0899)
BG Contract Type Base Pay, Annual Base Pay, Hourly Total Pay, Annual Total Pay, Hourly
Observations 742 751 742 754

Dependent Variable: Log Average Weekly Earnings by CBSA (QCEW)
(1) (2) (3) (4)

Independent Variable:
Log Median Salary 1.295*** 1.390*** 1.069*** 0.900***
by CBSA (BG) (0.0754) (0.127) (0.100) (0.149)
BG Contract Type Base Pay, Annual Base Pay, Hourly Total Pay, Annual Total Pay, Hourly
Observations 928 928 927 928

Notes: in the top panel, the dependent variable is the log median hourly wage, by 6-digit SOC
occupation in the 2014-2016 Occupational Employment Statistics. The independent variable is
the log median salary, by 6-digit SOC occupation in Burning Glass, for each salary type and pay
frequency, for 2010-2016. The regression is weighted least squares, weighted by 6-digit SOC
occupation employment share in the OES.

In the bottom panel, the dependent variable is average weekly earnings by CBSA, from
the 2010-2016 QCEW. The independent variable is the median salary by CBSA, pay frequency
and salary type, from the 2010-2016 Burning Glass data. The regression is weighted least
squares, weighted by CBSA employment in the QCEW.

Robust standard errors are in parentheses. One, two and three asterisks denote significance at
the 5, 1 and 0.1 percent levels, respectively.
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Table 3: The Length of Time Between Vacancies Posted by a Job

Length of Time Between Share of Vacancies
Vacancies Posted by a Job (Quarters) in the Sample

1 0.6
2 0.18
3 0.08
4 0.05
5 0.03
6 0.02
7 0.01
8 0.01

Notes: the first column is length of time, in quarters, between vacancies posted by a job, in
Burning Glass for 2010-2016. The sample is the same as in Table 4 in the main text. The second
column is the share of vacancies in the sample, for each length of time between vacancies. For
example, the first row shows that for 60% of vacancies, the job posted a vacancy in the previous
quarter.
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Table 4: Annual Job-Level Statistics On Wage for New Hires

Unweighted OES Weights QCEW Weights High Wage Jobs
Probability of 0.405 0.418 0.402 0.418
Job-Level Wage Change
Probability of 0.088 0.095 0.09 0.087
Job-Level Wage Decrease
Probability of 0.304 0.305 0.3 0.31
Job-Level Wage Increase
Implied Duration for which Job-Level 1.841 1.836 1.875 1.841
Wages Are Unchanged (Years)

Notes: a job is an establishment by region by job title by salary type by pay frequency obser-
vation. The wage for new hires is averaged within each job-year. The sample is the 2010-
2016 Burning Glass data. We estimate the probability of job-level wage change using a sim-
ilar method to Klenow and Kryvtsov (2008) and Nakamura and Steinsson (2008). We as-
sume that the hazard rate of job change/increase/decrease is constant and identical for all
jobs in the same 2 digit SOC code occupation. We then estimate the hazard rate of job
change/increase/decrease by maximum likelihood. We then calculate the implied duration and
probability of change/increase/decrease for each occupation, and then take the median across
occupations, weighted by the number of vacancies. In column (2), we reweight to target the
distribution of jobs at the 6 digit SOC level from the 2014-2016 OES. In column (3) we reweight
to target the distribution of employment across states from the 2010 QCEW. In column (4) we
drop jobs in the bottom quartile of the wage distribution.
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Table 5: Cyclicality of the Probability of Quarterly Wage Change for New Hires

Dependent Variables: Quarterly Probability of Quarterly Probability of Quarterly Probability of
Wage Change Wage Increase Wage Decrease

Independent Variable:
Change in Quarterly -0.0255* -0.0326* -0.0164 + -0.0267* -0.00910* -0.00596*
Unemployment (0.00984) (0.0142) (0.00853) (0.0132) (0.00353) (0.00257)
QCEW Weights Y N Y N Y N
Number of observations 1404 1404 1404 1404 1404 1404
State Clusters 52 52 52 52 52 52

Notes: the probability of a wage change for a new match is the share of vacancies for which the wage changes at the job level, in each
state-quarter, from the 2010-2016 Burning Glass data. The probability of increase and decrease is defined in the same way. Wages for
new hires are averaged within each job-quarter. The independent variable is the change in state-quarter unemployment from the
2010-2016 LAUS, in percentage points. We project unemployment changes onto state-quarter employment growth from the 2010-
2016 QCEW. A job is an employer by location by pay frequency by salary type by job title unit. Standard errors are in parentheses,
clustered by state. A plus sign, one, two and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively.
The sample is vacancies in the 50 states, plus the District of Columbia and Puerto Rico. Regressions are weighted either by state
employment share from the QCEW or the share of vacancies from Burning Glass.
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Table 7: Job-Level Growth in Wage for New Hires and Industry Labor Demand Growth

Panel A: Quarterly Job-Level Growth in

Wage for New Hires

(1) (2) (3) (4)

∆ log
(
employmenti t

)
-0.00416 -0.00188 -0.00632 0.00571**

(0.00301) (0.00321) (0.00348) (0.00206)

∆ log
(
employmenti t

)
0.0180*** 0.0157*** 0.0249***

×I
(
∆ log

(
employmenti t

)> 0
)

(0.00425) (0.00440) (0.00525)

Time Effects Y Y Y Y

Industry Trend N Y N N

Seasonally Adjusted N N Y N

Number of observations 791270 791269 791270 791270

Industry clusters 75 75 75 75

Panel B: Annual Job-Level Growth in

Wage for New Hires

(1) (2) (3)

∆ log
(
labor productivityi t

)
-0.126 -0.122 -0.0125

(0.0693) (0.0921) (0.0465)

∆ log
(
labor productivityi t

)
0.210 + 0.244 +

×I
(
∆ log

(
labor productivityi t

)> 0
)

(0.108) (0.137)

Time Effects Y Y Y

Industry Trend N Y N

Number of observations 135977 135976 135977

Industry clusters 49 49 49

Notes: in Panel A, the dependent variable is quarterly percentage wage growth for new hires, from the 2010-
2016 Burning Glass data. Wages are averaged within each job-quarter. The independent variable is the growth
in industry-quarter employment from the 2010-2016 Current Employment Statistics, in percentage points, at the
3 digit NAICS level. We regress quarterly job-level wage growth on quarterly industry employment growth, and
interact employment growth with an indicator variable for whether employment growth is positive, in all columns
but the last. Wage growth is trimmed at the 1st and 99th percentiles. In Panel B, the dependent variable is annual
percentage wage growth for new hires, from the 2010-2016 Burning Glass data. Wages are averaged within each
year. The independent variable is the growth in industry-year labor productivity from the 2010-2016 BLS multifac-
tor productivity industry accounts, in percentage points, at the 3 digit NAICS level. Labor productivity is defined as
real value added per hour worked. We regress annual job-level wage growth on annual industry labor productivity
growth, and interact labor productivity growth with an indicator variable for whether labor productivity growth is
positive, in all columns but the last. Wage growth is trimmed at the 1st and 99th percentiles. A job is an employer by
location by pay frequency by salary type by job title unit. Standard errors are in parentheses, clustered by industry.
A plus sign, one, two and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively.
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Table 6: Regression of Change in Share of Jobs Posting Wage Ranges on Unemployment
Changes

Dependent Variable: Quarterly Change in Share of
Jobs Posting Ranges

(1) (2) (3) (4)
Independent Variable:
∆Ust 1.37 1.38 1.35 1.33

(0.764) (0.787) (1.11) (1.12)
∆Ust × I (∆Ust < 0) -0.345 -0.319 -0.267 -0.181

(1.23) (1.37) (1.77) (1.90)
Time Effect Y Y Y Y
State Trend N N Y Y
Vacancy Weighted Y N Y N
Employment Weighted N Y N Y
N 1377 1377 1377 1377

Notes: the dependent variable is quarterly change in the share of vacancies within each state
that post wage ranges, from the 2010-2016 Burning Glass data, multiplied by 100. The sample is
the same as Table 5 from the main text. The independent variable is the change in state-quarter
unemployment from the 2010-2016 LAUS, in percentage points. We project unemployment
changes onto state-quarter employment growth from the 2010-2016 QCEW. We project positive
and negative unemployment changes on positive and negative employment growth changes.
Column (1) and (3) weight by average state vacancies, columns (2) and (4) weight by average
state employment over 2010-2016. A plus sign, one, two and three asterisks denote significance
at the 10, 5, 1 and 0.1 percent levels, respectively. The sample is vacancies in the 50 states, plus
the District of Columbia and Puerto Rico.
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Table 8: Job-Level Growth in Wage for New Hires and State-Industry Employment Growth

Dependent Variable: Quarterly Job-Level Growth in Wage for New Hires
State by 2 digit Industry State by 3 digit Industry

∆ log
(
employmenti st

)
-0.00313** -0.00248* -0.00276* -0.00196
(0.00118) (0.00122) (0.00131) (0.00126)

∆ log
(
employmenti st

)
0.0147*** 0.0125*** 0.0115*** 0.00958***

×I
(
∆ log

(
employmenti st

)> 0
)

(0.00193) (0.00199) (0.00193) (0.00186)
Time Effects Y Y Y Y
State-Time Effects Y Y Y Y
Industry-State Effects N Y N Y
Number of observations 1172426 1172418 1030536 1030354

Notes: the dependent variable is quarterly percentage wage growth for new hires, from the
2010-2016 Burning Glass data. Wages are averaged within each job-quarter. The independent
variable is the growth in industry-state quarterly employment from the 2010-2016 Quarterly
Census of Employment and Wages, in percentage points. The first two columns are at the 2
digit NAICS level, the last two columns at the 3 digit NAICS level. We regress quarterly job-level
wage growth on quarterly state-industry employment growth, and interact employment growth
with an indicator variable for whether employment growth is positive. Wage growth is trimmed
at the 1st and 99th percentiles.
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Table 9: Job-Level Growth in Wage for New Hires and City Employment Growth

Quarterly Job-Level Growth in Wage for New Hires
Nominal Real

(1) (2) (3) (4) (5) (6)
∆ log

(
employmentmt

)
0.118 0.120 -0.679* 0.172** 0.172** -0.900*

(0.0601) (0.0684) (0.317) (0.0620) (0.0562) (0.333)
∆ log

(
employmentmt

)
0.225** 0.227* 1.098** 0.264*** 0.270** 1.484***

×I
(
∆ log

(
employmentmt

)> 0
)

(0.0708) (0.0832) (0.314) (0.0690) (0.0762) (0.335)
Job-Level Difference Y Y Y Y Y Y
Time Effects Y Y Y Y Y Y
City Trend N Y N N Y N
Seasonally Adjusted N N Y N N Y
Number of observations 581862 581862 581862 580713 580713 580713

Notes: in Panel A, the dependent variable is quarterly percentage wage growth for new hires,
from the 2010-2016 Burning Glass data. Wages are averaged within each job-quarter. The in-
dependent variable is the growth in city-quarter employment from the 2010-2016 State and
Area Employment, in percentage points, at the MSA level. We regress quarterly job-level wage
growth on quarterly city employment growth, and interact employment growth with an indica-
tor variable for whether employment growth is positive. Wage growth is trimmed at the 1st and
99th percentiles. Real wages are deflated by semiannual city prices, excluding shelter, from the
Consumer Price Index.
A job is an employer by location by pay frequency by salary type by job title unit. Standard
errors are in parentheses, clustered by industry. A plus sign, one, two and three asterisks denote
significance at the 10, 5, 1 and 0.1 percent levels, respectively.
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Table 10: Downward Wage Rigidity by Occupation group

Dependent Variable: Quarterly Job-Level Growth in Wage for New Hires
Occupation Group: Management Services Sales Construction Production
∆Ust × I (∆Ust < 0) -1.177** -1.410*** -0.983* -1.043* -1.552***

(0.348) (0.310) (0.447) (0.433) (0.321)
Number of Observations 568307 195274 342738 75637 329647

Notes: the dependent variable is quarterly percentage wage growth for new hires, from the
2010-2016 Burning Glass data. Wages are averaged within each job-quarter. We estimate the
regression separately for every broad occupation group, at the 1 digit SOC code level. The in-
dependent variable is the change in state-quarter unemployment from the 2010-2016 LAUS, in
percentage points. We project unemployment changes onto state-quarter employment growth
from the 2010-2016 QCEW. We project positive and negative unemployment changes on pos-
itive and negative employment growth changes, and report the coefficient on the interaction
term.Wage growth is trimmed at the 1st and 99th percentiles. A job is an employer by location
by pay frequency by salary type by job title unit. Standard errors are in parentheses, clustered by
state. A plus sign, one, two and three asterisks denote significance at the 10, 5, 1 and 0.1 percent
levels, respectively. The sample is vacancies in the 50 states, plus the District of Columbia and
Puerto Rico.
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Table 11: Downward Wage Rigidity Across the Wage and Establishment Size Distribution

Dependent variable: Quarterly Job-Level Growth in Wage for New Hires

Quartile of the Wage Distribution 1st 2nd 3rd 4th
∆Ust × I (∆Ust < 0) -1.078*** -0.889** -1.318*** -1.460**

(0.243) (0.267) (0.325) (0.434)
N 483806 327623 367982 386771

Quartile of Establishment Size 1st 2nd 3rd 4th
∆Ust × I (∆Ust < 0) -1.573*** -1.278*** -0.884** -1.069**

(0.280) (0.328) (0.328) (0.382)
N 365399 461153 265379 358835

Notes: the dependent variable is quarterly percentage wage growth for new hires, from the
2010-2016 Burning Glass data. Wages are averaged within each job-quarter. The independent
variable is the change in state-quarter unemployment from the 2010-2016 LAUS, in percentage
points. We project unemployment changes onto state-quarter employment growth from the
2010-2016 QCEW. We project positive and negative unemployment changes on positive and
negative employment growth changes.

We run the regression separately for each quartile of the wage distribution, in the top
panel. The wage distribution is the occupation’s rank in the distribution of median hourly
wages, from the 2014-2016 Occupational Employment Statistics. We run the regression for
each quartile of the establishment size distribution, in the bottom panel. The size distribution
is the number of vacancies posted by the establishment between 2010 and 2016.

Wage growth is trimmed at the 1st and 99th percentiles. A job is an employer by location
by pay frequency by salary type by job title unit. Standard errors are in parentheses, clustered
by state; except for the last column, which clusters by state and quarter. A plus sign, one, two
and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. The
sample is vacancies in the 50 states, plus the District of Columbia and Puerto Rico. In some
specifications, we reweight to target the occupation employment distribution at the 6 digit SOC
level from the 2014-2016 OES.
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Table 12: Downward Wage Rigidity By Source of Vacancy

Dependent variable: Quarterly Job-Level Growth in Wage for New Hires
Source Company Website Job Board Government Education
∆Ust × I (∆Ust < 0) -1.427** -1.409*** -0.969 -1.432*

(0.440) (0.375) (1.423) (0.668)
N 149261 513955 95650 53506
Time Effect Y Y Y Y

Notes: the dependent variable is quarterly percentage wage growth for new hires, from the
2010-2016 Burning Glass data. Wages are averaged within each job-quarter. The independent
variable is the change in state-quarter unemployment from the 2010-2016 LAUS, in percentage
points. We project unemployment changes onto state-quarter employment growth from the
2010-2016 QCEW. We project positive and negative unemployment changes on positive and
negative employment growth changes.

We run the regression separately for the largest four sources of data on which Burning
Glass draws. The wage distribution is the occupation’s rank in the distribution of median
hourly wages, from the 2014-2016 Occupational Employment Statistics. The first column
studies exclusively vacancies that post on company websites, the second column on online
job boards, the third column on government websites and the last column on the websites of
educational institutions.

Wage growth is trimmed at the 1st and 99th percentiles. A job is an employer by location
by pay frequency by salary type by job title unit. Standard errors are in parentheses, clustered
by state; except for the last column, which clusters by state and quarter. A plus sign, one, two
and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. The
sample is vacancies in the 50 states, plus the District of Columbia and Puerto Rico. In some
specifications, we reweight to target the occupation employment distribution at the 6 digit SOC
level from the 2014-2016 OES.
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Table 13: Decomposition of Job-Level Wage Growth

Dependent Variable: I
(
∆wi j t 6= 0

)
∆ log wi j t |wi j t 6= 0

(1) (2) (3) (4)
∆Ust -0.0991 -0.0790 -0.193 -0.210

(0.0752) (0.0541) (0.623) (0.812)
∆Ust × I (∆Ust < 0) -0.0486 -0.0336 -0.494* -0.409

(0.0259) (0.0204) (0.214) (0.303)
Time Effect Y Y Y Y
State Trend N Y N Y
N 1598139 1598139 373375 373375

Notes: in the first two columns, the dependent variable is an indicator for whether wages
change at the job level. In the last two columns, the outcome variable is wage growth con-
ditional on wages changing. Wages are averaged within each job-quarter. The independent
variable is the change in state-quarter unemployment from the 2010-2016 LAUS, in percentage
points. We project unemployment changes onto state-quarter employment growth from the
2010-2016 QCEW, in all but the final column. We project positive and negative unemployment
changes on positive and negative employment growth changes. A plus sign, one, two and three
asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. The sample is
vacancies in the 50 states, plus the District of Columbia and Puerto Rico.
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Table 14: First Stage of Quarterly State Unemployment Change on Employment Growth

Dependent Variable: Quarterly Unemployment Change
(1) (2) (3) (4)

Independent Variable:
Quarterly Employment Growth -0.215*** -0.216*** -0.262*** -0.263***

(0.0265) (0.0262) (0.0157) (0.0157)
State Difference Y Y Y Y
Time Effect Y Y Y Y
State Trend N Y N Y
QCEW Weight N N Y Y
Number of Observations 1404 1404 1404 1404
R2 0.599 0.631 0.637 0.663
F Statistic 66.14 67.78 277.8 282.1
State Clusters 52 52 52 52

Notes: the dependent variable is the quarterly change in state level unemployment, from the
2010-2016 LAUS, in percentage points. The independent variable is the quarterly growth in
state level employment from the 2010-2016 QCEW, in percentage points. In columns (3) and (4),
the regression is weighted least squares, reweighted to target average state level employment in
the QCEW. Standard errors are in parentheses, clustered by state. One, two and three asterisks
denote significance at the 5, 1 and 0.1 percent levels, respectively. The sample is vacancies in
the 50 states, plus the District of Columbia and Puerto Rico.
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Table 15: Regression of Establishment Share in High Wage Occupations on Unemployment

Quarterly Change in Share of Establishment Vacancies
in High Wage Occupations with High Wages in High Wage Occupations,

by Broad Occupation Group
∆Ust 0.158 0.922 -0.0296 -0.0031 0.00881 -0.0728

(0.370) (0.642) (0.0358) (0.0577) (0.338) (0.333)
∆Ust × I (∆Ust < 0) 0.167 -0.158 0.0537 0.0173 0.509 0.772

(0.441) (0.735) (0.0369) (.0648) (0.351) (0.341)
Establishment Y Y Y Y Y Y
Difference
Time Effect Y Y Y Y Y Y
Size Weighted N Y N Y N Y
N 1770257 1770257 1883361 1883361 2388716 2388716
State Clusters 52 52 52 52 52 52

Notes: In the first two columns, the dependent variable is the change in the quarterly share of
establishment vacancies in high wage occupations. High wage occupations are occupations
with wages above the weighted median wage, by occupation, in 2010-2016 Burning Glass. The
occupations are defined at the 6 digit SOC code level, occupation wages are the median hourly
wage according to the 2014-2016 Occupational Employment Statistics.

In the middle two columns, the dependent variable is the change in the quarterly share
of high wage establishment vacancies. High wage vacancies are vacancies with wages above
the weighted median wage within each pay frequency (e.g. hourly or annual) and salary type
(e.g. total or base pay). The occupations are again at the 6 digit SOC level.

In the final two columns, the dependent variable is the change in the quarterly share of
establishment vacancies in high wage occupations, within broad occupation groups. A high
wage occupation within a broad occupation group, is a 6 digit SOC occupation, that is above
the vacancy-weighted median hourly wage within the set of 6 digit SOC occupations belonging
to the same broad occupation group. For example, CEOs (6 digit SOC code 11-1011) have
above the median wage of the occupations belonging to the 1 digit SOC occupation group of
Management, Business, Science, and Arts Occupations. The broad occupation groups are the
set of 6 occupation groupings defined by the BLS in 2018. Size weighted denotes weighted by
establishment-quarter size.

In all columns, the independent variable is the change in state-quarter unemployment
from the 2010-2016 LAUS, in percentage points. We project unemployment changes onto
state-quarter employment growth from the 2010-2016 QCEW. In the asymmetric specifications,
we project positive and negative unemployment changes on positive and negative employment
growth changes. Standard errors are in parentheses, clustered by state. A plus sign, one, two
and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. The
sample is vacancies in the 50 states, plus the District of Columbia and Puerto Rico.
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Table 16: Regression of Log Labour Productivity on Unemployment

Dependent Variable: Log Labour Productivity Change
Quarterly Annual

Independent Variable:
Unemployment Change -0.537 -0.858 -2.242 -6.450

(1.012) (1.790) (1.141) (3.286)
Time Effect Y Y Y Y
State Effect N Y N Y
Number of Observations 1377 1377 306 306
State Clusters 52 52 52 52

Notes: the dependent variable is the change log labour productivity for 2010-2016. Labour pro-
ductivity is defined as gross state product from the BEA’s regional economic accounts, divided
by the number of employed from the QCEW. The independent variable is the change in state
unemployment from the 2010-2016. We project changes in state unemployment on growth in
state employment from the 2010-2016 QCEW. Standard errors are in parentheses, clustered by
state. The sample is vacancies in the 50 states, plus the District of Columbia and Puerto Rico.
The regressions are weighted by 2010 state level employment from the QCEW.
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C Additional Empirics

C.1 Testing the Constant Hazard Assumption

In this subsection we test the constant hazard assumption of our model. In particular, we es-

timate the hazard model in footnote 18 separately for each value of γi t , the gap in quarters

between the wage at t and wage in the previous vacancy that was posted, for job i . If the esti-

mated hazard is similar for all values of γi t , then the constant hazard assumption is satisfied.

The following table estimates the hazard for values of γi t between 1 and 8 quarters. The esti-

mated value of the hazard is stable for values of γi t in this range.

Time Since Last Post Estimated Hazard

1 0.16

2 0.16

3 0.17

4 0.17

5 0.17

6 0.16

7 0.16

8 0.14
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C.2 The Cyclicality of Education Requirements

This section studies the cyclicality of education requirements.

Burning Glass reports whether a vacancy requires education in one of five categories, namely:

a high school degree, associate’s degree, bachelor’s degree, masters degree or PhD. We assign to

each education requirement the average number of years of education required, which is, re-

spectively, 12, 14, 16, 18 and 21 years.

We construct measures of whether a job changes its education requirement. For each job,

with non-missing education requirements, we study the change in the number of years of edu-

cation required, between consecutive vacancies posted by the job. In our sample of jobs which

post multiple vacancies, roughly half of the vacancies post education

We estimate the regression

∆years of education j st =α+γt +β∆Ust +δI [∆Ust < 0]∆Ust +ε j st .

This regression is identical to our benchmark regression equation (1), but replaces as the out-

come variable the change in the number of years of education required, instead of the growth

in the job level wage, as in the benchmark regression. When a job posts multiple vacancies

in the quarter with non missing education requirements, we take the mean years of education

required.

The following table reports the results. Across all specifications, education requirements re-

spond to neither increases nor decreases in unemployment.

Dependent Variable: Quarterly Change in Years of Education

(1) (2) (3) (4)

Independent Variable:

∆Ust -0.00829 -0.00673 0.00505 0.000352

(0.0136) (0.0151) (0.0161) (0.00276)

∆Ust × I (∆Ust < 0) 0.00883 0.00737 -0.00486

(0.0130) (0.0146) (0.0158)

Job-Level Difference Y Y Y Y

Time Effect Y Y Y Y

State Trend N Y N N

OES Weight N N Y N

N
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C.3 Wage Growth After Being Hired

This subsection studies wage growth after workers are hired. First, we develop a measure of

wage growth after workers are hired. Second, we develop an empirical proxy for this measure

using worker level survey data. Third, we estimate the cyclicality of wage growth after workers

are hired. We find that during contractions, wages grow faster for workers after they are hired.

First, we construct a measure of wage growth after workers are hired. Kudlyak (2014) shows

that the present value of wages matters for job creation in canonical labor search models. The

present value of wages PDVt is

PDVt = Et

∞∑
j=0

[
β (1− s)

] j wt ,t+ j

where wt ,t+ j is the wage in period t + j for a worker hired in period t , s is the job separation rate

and β is the discount factor. Rearranging the logarithm of this expression yields

logPDVt = log

(
Et

∞∑
j=0

[
β (1− s)

] j wt ,t+ j

wt ,t

)
︸ ︷︷ ︸

wage growth after being hired

+

wages for
new hires︷ ︸︸ ︷
log wt ,t . (18)

The first term is wage growth for workers, after they are hired, relative to the initial wage when

they are hired. The second term is the wage paid to workers when they are hired. The main

body is devoted to estimating the cyclicality of the second term, wages for new hires. In this

subsection, we estimate the cyclicality of the second term, wage growth after being hired. In

effect we are estimating the component of the “user cost of labor” that is not explained by the

wage for new hires.

Both components of the right hand side equation (18) matter for the present value of wages.

Suppose that, as we find in the main text, wages for new hires do not fall during contractions.

Subsequent wage growth for new hires might still be lower. Then, the present value of wages

would fall during contractions. So, firms’ cost of labor could still fall.

We emphasized in the main text that estimates of the cyclicality of log wt ,t may be con-

founded by job composition. But estimates of Et
∑∞

j=0

[
β (1− s)

] j wt ,t+ j

wt ,t
will not be confounded

by job composition. The reason is, we are measuring wage growth within the same job after a

worker is hired into that job. So, the composition of jobs is held fixed.

Now, we explain how we construct an empirical proxy of Et
∑∞

j=0

[
β (1− s)

] j wt ,t+ j

wt ,t
, wage growth

after being hired. Our methods follow almost exactly the state of the art in Kudlyak (2014) and

Basu and House (2016). We use annual data from the National Longitudinal Survey of Youth
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between 1979 and 2013. We focus only on men. We reweight to make the data representative of

the US population. Our measure of the wage is the “hourly rate of pay” variable. We construct

real wages using the deflator for the nonfarm business sector. We then construct empirical

measures of wt ,t+ j in exactly the same way as Kudlyak (2014) and Basu and House (2016).

We then study the cyclicality of wage growth after being hired. We run the regression

∆ log
(
wage growth after being hiredt

)=α+β∆Ut +γ∆Ut × I (∆Ut < 0)+δI (∆Ut < 0)+εt

where Ut is annual unemployment from the Bureau of Labor Statistics.

The table at the end of the subsection reports the results. The results suggest that during

contractions, wage growth after being hired increases. Still, the results are imprecise. In the

first row, the coefficient on ∆Ut is positive. So, when unemployment rises by a percentage

point, then wage growth after being hired increases by 0.7%. In the second row, the coefficient

on ∆Ut × I (∆Ut < 0) is negative and of a similar magnitude to the coefficient on ∆Ut . When

unemployment falls by a percentage point, wage growth for new hires increases by the sum

of the coefficients in the two rows of the table. So, wage growth for new hires increases by

0.76%−0.53% = 0.23% after a percentage point fall in unemployment.

∆ log
(
wage growth after being hiredt

)
∆Unemploymentt 0.763

(1.19)

∆Unemploymentt × -0.529

I
(
∆Unemploymentt < 0

)
(-0.73)

N 28
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C.4 The Cyclicality of the Difference between Measures of the Wage for New

Hires

This section asks whether the difference between measures of the wage for new hires in Burn-

ing Glass, and alternative measures of the wage for new hires from survey data, correlate with

unemployment fluctuations. This step is important because Burning Glass measures the wage

posted on vacancies, not the realized wage paid to new hires. So, if the gap between these wages

are cyclical, then our estimates of downward wage rigidity in the main text are hard to interpret.

As an outcome variable, we study the gap between the average wage for new hires in Burn-

ing Glass, and the average wage for new hires from the Current Population Survey, at the state by

quarter level. We explain how we construct average wages for new hires in the Current Popula-

tion Survey in section 2.1. We difference this variable and then regress it on changes in quarterly

unemployment. Our regression equation is

∆wage gapst =α+γt +β∆Ust +δI [∆Ust < 0]∆Ust +εst

whereγt is a time fixed effect,∆Ust is the change in quarterly state unemployment, and∆wage gapst

is the difference between wages for new hires in Burning Glass and another data source. As in

the main text, we instrument for changes in unemployment with employment growth.

The following table reports the results. Though noisy, the data do not suggest a significant

comovement between the wage gap and unemployment changes.

Dependent Variable: ∆wage gapst

(1) (2) (3) (4)

∆Ust -8.514 -9.916 -6.189 -8.295

(5.915) (6.450) (6.070) (7.681)

∆Ust × I (∆Ust < 0) 9.939 11.66 8.965 11.72

(6.669) (7.737) (7.780) (9.863)

N 1377 1377 1377 1377
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C.5 Can Establishment Level Hiring Offset Downward Wage Rigidity?

One potential concern is that establishments alter the jobs into which they hire workers, in a

way that offsets downward rigidity at the job level. Granted, since establishment- and job-level

wages display a similar degree of downward rigidity, this concern does not seem to matter in

practice. Nevertheless, we explain the concern and how we deal with it.

Consider a simple example. Suppose that in the Starbucks establishment, wages are down-

wardly rigid for “senior baristas” and “junior baristas”. During expansions, Starbucks hires

higher wage senior baristas. During contractions, Starbucks hires lower wage junior baristas.

Either way, newly hired workers brew coffee. The wage for new hires falls despite downward

rigidity at job level, without any effect on the output of the Starbucks. More generally, estab-

lishments could avoid wage rigidity at the job title level. During booms, establishments could

hire in high wage jobs; and during busts, hire in low wage jobs. Then the wage faced by the

establishment might fall during contractions, and partially offset the effect of downward wage

rigidity.

This concern supposes that establishments can easily substitute between high and low wage

workers. In practice, low and high wage jobs might be very different, preventing such substitu-

tion.

We test whether establishments circumvent job level wage rigidity in this manner, by asking

whether establishments increase their hiring in low wage jobs during contractions. For each

establishment, and in each quarter, we calculate the share of high wage vacancies, with three

methods. First, we calculate the share of establishment-quarter vacancies that are above the

weighted median wage in Burning Glass. Second, we calculate the share of vacancies that are

above the median 6 digit SOC occupation wage, that is the share of vacancies in high wage

occupations. Third, we calculate the share of vacancies in high wage occupations, within each

establishment and broad occupation group. A broad occupation group is at the 1 digit SOC

level. This third method contemplates that establishments might substitute jobs differently,

depending on the broad occupation group to which the job belongs.

We regress the quarterly change in the high wage establishment share, from these three

measures, on the change in quarter-by-state unemployment. The regression is identical to re-

gression equation (2)—but for the outcome variable, which is the quarterly change in the high

wage establishment share.

Appendix Table (15) presents the results. Row (1) of column (1) shows that when unemploy-

ment rises by one percentage point, the share of high wage occupations in the establishment

rises by 0.1 percentage points. This coefficient is small in magnitude, not statistically signifi-

cant. The sign of the coefficient suggests that, if anything, establishments raise the high wage

share of jobs during recessions. Row (2) of column (1) shows that the share of establishment
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high wage vacancies does not respond significantly differently to contractions versus expan-

sions in unemployment. Thus the establishment share of vacancies cannot be moving in a way

that offsets the asymmetric response of wages to contractions versus expansions. The results

are similar with the other two methods for calculating establishments’ high wage shares. So,

the mix of jobs into which establishments are hiring cannot be moving to offset the downward

constraint on wage setting at the job level.

C.6 Wage Ranges

Roughly half of the wage data posts a range of wages, instead of a point wage. In most specifi-

cations in the main text, we take the mean wage for jobs that post a range of wages.

Here, we show that workers in occupations with a high share of jobs that post ranges, instead

of point wages, do not have more cyclical wages. Instead, dynamics in the wage for new hires are

similar for jobs that post either point wages or ranges. Wage ranges do not create an additional

source of wage flexibility.

To do this, we study the wage for newly hired workers in the CPS. For each worker, we classify

their 3 digit SOC occupations in the CPS, as either likely to post a range, or likely to post a point

wage. We classify an occupation as likely to post a wage, if the occupation has an above median

share of vacancies posting a point wage in Burning Glass data.

We regress log wages for newly hired workers on quarterly state unemployment. We also

interact state unemployment with an indicator for whether the worker’s occupation is likely to

post a wage range. If this indicator is significant, then occupations that tend to post wage ranges

have different wage dynamics from occupations that tend to post point wages.

Table 17 reports the results. Occupations that are likely to post a range instead of a point

have wages that are less responsive to regional unemployment fluctuations. The coefficient is

not significant. Therefore the distinction between posting a range or posting a point wage is

unlikely to matter for understanding wage cyclicality.
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Table 17: Wage Cyclicality in Occupations with High vs. Low Share Posting Wage Ranges

Dependent Variable: Log Wage, CPS,
Newly Hired Workers

Independent Variables:
Quarterly Unemployment -1.019

(1.11)
Quarterly Unemployment × 1.120
High Share Posting Wage Ranges (0.82)

Annual Unemployment -1.131
(1.19)

Annual Unemployment × 1.174
High Share Posting Wage Ranges (0.83)
Time Effect Y
State Effect Y
Number of Observations 67327

Notes: In Burning Glass, we classify three digit SOC occupations with an above-median and
below-median share posting ranges instead of point wages. We link these occupations to the
same three digit SOC occupations in the CPS. In the CPS, we denote three digit SOC occupa-
tions with above-median shares, as measured in the Burning Glass data, as having a high share
posting wage ranges, and otherwise a low share. The dependent variable is usual hourly earn-
ings, including overtime, for hourly and non-hourly workers, for new hires, which we construct
following the “wage 4” series from CEPR. The wage is from the 2012-2017 CPS Merged Outgo-
ing Rotation Group. We identify new hires by longitudinally linking workers to the previous
three monthly survey waves, and isolating workers transitioning into new jobs. The indepen-
dent variable is unemployment from the 2010-2016 LAUS. We project unemployment onto log
employment from the QCEW. One, two and three asterisks denote significance at the 5, 1 and
0.1 percent levels, respectively. Standard errors are clustered by state.
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C.7 Wage Flexibility Upward Over Time

We estimate the regression

∆ log w j st =αy +γt +βy∆Ust +ε j st , (19)

for y ∈ {2010, ...,2016}, and again restrict the sample to observations where ∆Ust < 0. That is, we

estimate the regression for every year y. βy measures the sensitivity of wage growth to falls in

unemployment, estimated separately for every year y . A more negative number indicates that

wage growth is more sensitive to falls in unemployment. Hence βy is estimated using state-by-

quarter panel variation, within each year y. As before, we project unemployment changes on

employment growth from the QCEW to deal with measurement error.

Table 18 reports the results. During the early part of the sample period, the wage for new

hires does not rise after falls in unemployment. At the end of the period, when labor markets

are tighter, the wage for new hires rises strongly as unemployment falls. The rich variation also

underscores the benefit of our dataset. We can precisely estimate wage cyclicality regressions

on a state-quarter panel, separately for every year in our panel.
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Table 18: Regression of Wage Growth on State Unemployment Declines

Dependent Variable: Job-Level Growth in Establishment-Level Growth
Wage for New Hires in Wage for New Hires

(1) (2) (3) (4)
Independent Variables:
∆Ust -0.208 -0.219 -0.362* 0.0261

(0.167) (0.180) (0.156) (0.493)
∆Ust × I (Year = 2011) -0.0330 0.0305 0.0416 -0.691

(0.240) (0.218) (0.209) (0.786)
∆Ust × I (Year = 2012) -0.462* -0.379 -0.312 -0.850

(0.221) (0.238) (0.230) (0.720)
∆Ust × I (Year = 2013) -0.415 -0.360 -0.278 -0.964

(0.244) (0.232) (0.216) (0.506)
∆Ust × I (Year = 2014) -0.451* -0.406* -0.314 -1.045

(0.193) (0.185) (0.174) (0.540)
∆Ust × I (Year = 2015) -1.014*** -0.935*** -0.812*** -1.216*

(0.184) (0.190) (0.173) (0.516)
∆Ust × I (Year = 2016) -1.746*** -1.664*** -1.524*** -1.253*

(0.176) (0.184) (0.174) (0.474)
Time Effects Y Y Y Y
State Effects N Y N N
State × Quarter-of-Year Effects N N Y N
Number of Observations 1090035 1089914 1090035 1279369
State Clusters 52 52 52 52

Notes: we estimate the regression

∆ log w j st =
∑

y∈{2010,...,2016}
αy +γt +

∑
y∈{2010,...,2016}

βy I
(
year = y

)
∆Ust +ε j st .

The dependent variable in the first three columns is quarterly job-level wage growth, in percentage points, for
new hires, from the 2010-2016 Burning Glass data. Wages are averaged within each job-quarter. The dependent
variable in the last column is quarterly establishment-level wage growth, in percentage points, for new hires. The
independent variable is the change in state-quarter unemployment from the 2010-2016 LAUS, also in percentage
points. We restrict the sample only to observations for which ∆Ust < 0. We project unemployment changes onto
state-quarter employment growth from the 2010-2016 QCEW, and both unemployment changes and employment
are interacted with dummy variables for each year. Wage growth is trimmed at the 1st and 99th percentiles. A job
is an employer by location by pay frequency by salary type by job title unit. An establishment is an employer by
location by pay frequency by salary type unit. Standard errors are in parentheses, clustered by state. A plus sign,
one, two and three asterisks denote significance at the 10, 5, 1 and 0.1 percent levels, respectively. The sample is
vacancies in the 50 states, plus the District of Columbia and Puerto Rico.
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D Proofs

D.1 Proof of Proposition 1

Summing regression equation (5) over i yields

∑
i
νi st∆ log wi st =α+γt +β∆Ust +δBenchmarkI [∆Ust < 0]∆Ust +εst (20)

where εst =∑
i νi stεi st . We can substitute equation (4) into equation (6) to rewrite the regression

that uses average wages as

∑
i
νi st∆ log wi st +

∑
i

log wi st∆νi st = ᾱ+ γ̄t + β̄∆Ust +δAverageI [∆Ust < 0]∆Ust + ε̄st . (21)

For notational simplicity, we can rewrite equation (20) as

yst = x
′
st b+εst

and equation (21) as

yst +ust = x
′
st b̄+ ε̄st

where

yst ≡
∑

i
νi st∆ log wi st

ust ≡
∑

i
log wi st∆νi st .

x
′
st b and x

′
st b̄ collect the covariates and coefficients in regressions 20) and (21) respectively. The

OLS estimator of b, which we term b̂, is

b̂ =
(

1

ST

∑
s,t

xst x′
st

)−1 (
1

ST

∑
s,t

xst yst

)
.

The variance of b̂ conditional on xst is

V
[
b̂|xst

]=V

[(
1

ST

∑
s,t

xst x′
st

)−1 (
1

ST

∑
s,t

xst yst

)
|xst

]

=
(

1

ST

∑
s,t

xst x′
st

)−1
1

(ST )2 V

[(∑
s,t

xst yst

)
|xst

](
1

ST

∑
s,t

xst x′
st

)−1
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The OLS estimator of b̄, which we term ˆ̄b, is

ˆ̄b =
(

1

ST

∑
s,t

xst x′
st

)−1 (
1

ST

∑
s,t

xst
(
yst +ust

))
.

Then the variance of ˆ̄b conditional on xst is

V
[

ˆ̄b|xst

]
=V

[
b̂|xst

]+(
1

ST

∑
s,t

xst x′
st

)−1
1

(ST )2 V

[∑
s,t

xst ust |xst

](
1

ST

∑
s,t

xst x′
st

)−1

(22)

The second term in equation (22) is a matrix with strictly positive entries on its leading diag-

onal for S,T < ∞. Hence every entry on the leading diagonal of V
[

ˆ̄b|xst

]
is greater than the

corresponding entry on the leading diagonal of V
[
b̂|xst

]
.

D.2 Derivation of Equation (16)

Throughout, x̄ is the steady state value of xt .

Let yt follow an AR(1) process with first order autocorrelation ρ and mean value 1. We derive

equation (16) assuming that entry is positive, so vi t > 0 for all t . Given our assumptions on wage

setting, entry will indeed be positive for both job types in a neighborhood of the steady state.

Substituting the free entry condition (15) into the Bellman equation for jobs (14) yields

Ji t ,t = Et

∞∑
j=0

[
β (1− s) (1−ω)

] j (
yt+ j −wi t

)
= yt −1

1−ρβ (1−ω) (1− s)
+ 1

1−β (1−ω) (1− s)
− wi t

1−β (1−ω) (1− s)

Substituting the free entry condition (15) into the Bellman equation for vacancies (13) yields

Ji t ,t = c

q(θi t )
.

Equating these last two equations yields

yt −1

1−ρβ (1−ω) (1− s)
+ 1

1−β (1−ω) (1− s)
− wi t

1−β (1−ω) (1− s)
= c

q(θi t )
(23)

=⇒ ∆ logθi t

∆ log yt
= 1

α

1

1− w̄i

(
1−β (1−τ)

1−ρβ (1−τ)
− w̄i

∆ log wi t

∆ log yt

)
(24)

where

τ≡ 1− (1−ω) (1− s) .
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and I use a first order approximation around the steady state in the third line. We can also define

the steady state tightness in each job, using equations (8), (9) and (23), as

1

1−β (1− s) (1−ω)
− w̄i

1−β (1− s) (1−ω)
= c

q(θ̄i )

=⇒ 1

1−β (1− s) (1−ω)
− w̄i

1−β (1− s) (1−ω)
= cΨθ̄αi . (25)

We have from equation (12)

li t = 1

2
− (

1− f (θi t )
)(1

2
− (1−ω) (1− s) li ,t−1

)
.

We make the approximation that given θi t , li t = li ,t−1, i.e. flows into and out of employment are

approximately equal conditional on current market tightness. Shimer (2005) verifies that this

approximation is accurate at quarterly frequency. Simplifying equation (12) with this approxi-

mation yields

li ,t−1 = 1

2
− (

1− f (θi t )
)(1

2
− (1−ω) (1− s) li ,t−1

)
=⇒ li ,t−1 = 1

2

1
τ

f (θi t ) + (1−τ)
.

We also have from equation (10)

ui t = 1

2
− (1−ω) (1− s) li ,t−1

= 1

2

(
τ

τ+θi t q(θi t ) (1−τ)

)

=⇒ ∆ui t

∆θi t
=−1

2

τ[
τ+θi t q(θi t ) (1−τ)

]2 (1−τ)
[
q(θi t )+θi t q ′(θi t )

]
=−ui t q(θi t ) (1−α)

(1−τ)[
τ+ f (θi t ) (1−τ)

]

=⇒ ∆ui t

∆θi t

θi t

ui t
=− (1−α)

(1−τ)θi t q(θi t )[
τ+ f (θi t ) (1−τ)

]
=− (1−α) (1−2ui t )

=⇒ ∆ logui t

∆ logθi t
=− (1−α) (1−2ui t ) . (26)
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Therefore in a neighborhood of the steady state

∆ logui t

∆ log yt
= ∆ logui t

∆ logθi t

∆ logθi t

∆ log yt

=− (1−α) (1−2ūi )

α

1

1− w̄i

(
1−β (1−τ)

1−ρβ (1−τ)
− w̄i

∆ log wi t

∆ log yt

)
, (27)

where the second line uses equations (26) and (24). Since ut = uH t +uLt , we have

∆ logut

∆ log yt
= ∆ log(uH t +uLt )

∆ log yt

=−A+B
µ∆ log wH t +

(
1−µ)

∆ log wLt

∆ log yt

where we use equation (27) and

A ≡ 1

ūH + ūL

∑
i=H ,L

ūi (1−α) (1−2ūi )

α

1

1− w̄i

1−β (1−τ)

1−ρβ (1−τ)

B ≡
∑

i=H ,L
ūi (1−α)(1−2ūi )

α
1

1−w̄i
w̄i

ūH + ūL

µ≡
ūH (1−α)(1−2ūH )

α
1

1−w̄H
w̄H∑

i=H ,L
ūi (1−α)(1−2ūi )

α
1

1−w̄i
w̄i

where w̄i =φi .

D.3 Derivation of Equation (17)

For ∆ log yt > 0 we have from equations (8) and (9)

wi t =φi yγt

=⇒ ∆ log wi t = γ∆ log yt

and so from equation (??)

∆ logut

∆ log yt
=−A+B

µγ∆ log yt +
(
1−µ)

γ∆ log yt

∆ log yt

=−A+Bγ.
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Analogously, for ∆ log yt < 0 we have

∆ logut

∆ log yt
=−A.

E Model with Heterogeneous Jobs

The goal of this model is to show that wage rigidity at the job level is particularly important for

unemployment fluctuations.

We study a standard Diamond-Mortensen-Pissarides model, augmented with heterogeneous

jobs. So, there is a concrete definition of the job level wage.

We model jobs differently from the main text. In this model, we study a continuum of firms,

with heterogeneous productivity and decreasing returns to scale. Each firm corresponds to a

job. This model is a much simplified version of Elsby and Michaels (2013) and also closely

relates to Michaillat (2012). Amongst the many simplifications relative to Elsby and Michaels

(2013), we assume an exogenous separation rate.

E.1 Model Setup

The model is in discrete time. Fluctuations in unemployment are determined by a random

process for labor productivity zt .

There is a unit mass of workers in the labor market. Workers are either employed, or they

are unemployed and search for jobs at firms. Workers have risk neutral preferences, discount

future payoffs with discount factor β ∈ (0,1), and consume all their income in each period. If

workers are unemployed, then they have zero consumption.

There is a unit measure of firms i ∈ [0,1] that hire workers. Each firm has random and id-

iosyncratic labor productivity xi t . Each firm operates a decreasing returns production technol-

ogy.

For notation, unless otherwise mentioned, variables indexed by i and t refer to the variable

of firm i at time t . The same variable without an i subscript denotes the corresponding average

of the variable across firms. The same variable without a t subscript denotes steady state values.

E.1.1 Labor Market

Our model of the frictional labor market follows exactly the standard Diamond-Mortensen-

Pissarides framework. At the end of t −1, an exogenous share s of the ni ,t−1 workers employed

at firm i separate from the firm. These workers search for new jobs at once. So, at the start of
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period t , ut unemployed workers search for jobs whereby

ut = 1− (1− s)nt−1 (28)

where nt−1 =
∫ 1

0 ni ,t−1di . Firm i posts vi t vacancies to hire unemployed workers.

Labor market conditions are captured by labor market tightness θt = ut /vt where vt =∫ 1
0 vi t di . The number of matches made in a period is given by mt = Ψuι

t v1−ι
t . So, the proba-

bility that a firm fills each vacancy is given by

q(θt ) = Ψuι
t v1−ι

t

vt
=Ψθ−ιt

where ι ∈ (0,1) so that q is decreasing in θt . When the labor market is tight, then many firms post

vacancies to match with few workers. So, the probability that an individual vacancy is filled is

low. The probability that an unemployed worker finds a job is

f (θt ) = Ψuι
t v1−ι

t

ut
=Ψθ1−ι

t ,

which is decreasing in θt . When the labor market is tight, the probability that an individual

unemployed worker finds a job is relatively low. Vacancy posting incurs a cost c per vacancy, for

each period in which the vacancy is open. There is no randomness at the firm level. Firm i hires

hi t ≥ 0 workers after posting hi t /q(θt ) vacancies. Workers start producing output in the period

that they are hired.

At the steady state of this economy, there is a so-called Beveridge curve—a positive relation-

ship between tightness and employment. At the steady state, flows into unemployment sn and

flows out of unemployment [1− (1− s)n] f (θ) are equal, so

sn = [1− (1− s)n] f (θ)

=⇒ n = 1

(1− s)+ s
f (θ)

.

As firms post more vacancies v, tightness θ rises. Then f (θ) rises, as workers are more likely to

find jobs. So, n rises.

E.1.2 Wages

Our first departure from the standard DMP model is to allow downward wage rigidity.

If a firm i successfully matches with an unemployed worker at time t , then they set a wage
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wi t . We specify a linear wage rule

wi t = max

[
ϕw +ϕz zt +ϕx xi t ,

wi ,t−1

Πt

]
(29)

This wage rule has three key properties, similar to the wage rule in the main text. First, there is

a positive relationship between wages and labor productivity, both in the aggregate component

of labor productivity zt and the idiosyncratic component of labor productivity xi t . Second,

there is downward nominal wage rigidity. We assume that inflation is exogenous. Third, we fix

wages over the course of the job, in order to isolate wages for newly hired workers. Wages do

not change for continuing workers who have already been hired

E.1.3 Firm Problem

Our second departure from the standard DMP model is a model of the firm, similar to Elsby and

Michaels (2013) and Michaillat (2012).

Firms produce output in order to maximize the present discount value of profits, taking

prices as given. Each firm has a production function yi t = zt xi t nα
i t , with α ∈ (0,1) . So, firms

produce output with decreasing returns to scale, with aggregate labor productivity zt and id-

iosyncratic labor productivity xi t . Since xi t is idiosyncratic, we have
∫ 1

0 xi t di = 1 for all t .

Firm profit is output, after deducting wages paid to new hires, vacancy posting costs for

new hires, and wages paid to continuing workers, which we denote by Ci t . So, firm i ’s profit in

period t is

πi t = zt xi t nα
i t −wi t hi t −Ci t − c

q(θt )
hi t . (30)

Payroll paid to continuing workers satisfies

Ci t = (1− s)
(
Ci ,t−1 +wi ,t−1hi ,t−1

)
. (31)

Ci t is the sum of payroll paid to the previous group of continuing workers, and payroll paid to

new hires from the previous period, after accounting for separations.

Hires and employment are linked by

ni t ≤ (1− s)ni ,t−1 +hi t . (32)

Current employment is the previous stock of employment and current new hires, after account-

ing for separations. The firm problem is

max
{hi t ,ni t }∞t=0

E0

∞∑
t−0

β jπi t (33)

98



subject to the wage rule (29), the equations of motion for continuing payroll (31), employment

(32), and the non-negativity constraint on hiring hi t , while taking as given all aggregate vari-

ables and idiosyncratic labor productivity. hi t and ni t must be measurable with respect to time

t information. For tractability in what follows, we assume that the solution to the firm’s problem

is always interior, and the non-negativity constraint on hiring never binds.

E.1.4 Equilibrium

In equilibrium, firms take as given:

1. A distribution of initial employment ni ,−1, idiosyncratic labor productivity xi ,−1, wages

for new hires wi ,−1, and payroll paid to continuing workers Ci ,−1

2. A process for aggregate and idiosyncratic labor productivity {zt }∞t=0 and and {xi t }∞i=0

Then an equilibrium is a collection of stochastic processes {ni t ,hi t , wi t ,θt ,ut }∞t=0 which satis-

fies:

1. The firm’s problem (33) for all i

2. The equation of motion for aggregate unemployment (28)

3. The wage rule (29)

E.2 Result: Job-Level Wages are Key for Unemployment Fluctuations

We now arrive at the main result. We show analytically that changes in job level wages are partic-

ularly important for unemployment fluctuations. This result justifies our focus in the empirics

on job level wages. This result complements our argument in the main text, which makes the

same point with a different extension of the standard DMP model.

We will consider an economy in aggregate steady state, for tractability. Firm-level variables

remain uncertain. In the context of a single-firm DMP model Shimer (2005) argues this static

environment reasonably approximates a fully dynamic DMP model. The reason is that in text-

book calibrations of the DMP model, transition dynamics are rapid.

By introducing firms, we will have a meaningful notion of job level wages. A job level wage

change is the change in a wage paid by a firm to new hires, across vacancies in successive time

periods. We define job level wage changes as∫
i

d wi t

d z
di
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which is analogous to our measurement exercise.

We now argue that changes in the job level wage are particularly important for unemploy-

ment fluctuations To summarize unemployment fluctuations, we focussing on d logu/d log z,

the elasticity of unemployment with respect to labor productivity. This elasticity measures the

sensitivity of employment to labor demand shocks. As such, the elasticity is the primary fo-

cus of many past analytical results on unemployment in DMP models, such as Ljungqvist and

Sargent (2017). We show that job level wage changes are a key determinant of the elasticity.

Proposition 3. To a first order, the elasticity of aggregate employment to aggregate labor produc-

tivity is
d logu

d log z
=−Ã+ B̃

∫ 1

0

d wi t

d z
di

for constants Ã, B̃ > 0.

Proof. Available on request.

This result closely resembles equation (16) from the main text. The elasticity of unemploy-

ment to labor demand depends on an average of job-level wage changes. So, as in the model

from the main text, job-level wage changes are particularly important for unemployment fluc-

tuations. But in this section, we have proved the result with a different model, similar to Elsby

and Michaels (2013) and Michaillat (2012).
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