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## Introduction

Motivation: Dimension reduction on high-dimensional time series, through revealing its underlying process. Background:

- This project utilizes the idea of Factor Modeling for high-dimensional time series.
- By Factor Modeling, a $p$-dimensional time series $\mathbf{Y}$ is composed of linear mixture of $r$-dimensional time series X, where $r<p$.
Goal: Estimation on number of factors $r$
Contribution: An estimation method on $r$ when factors have different strength.


## Factor Model

$$
\begin{equation*}
\underset{(n \times p)}{\mathbf{Y}}=\underset{(n \times r)(r \times p)}{\mathbf{X}} \underset{(n \times p)}{\mathbf{A}^{\top}}+\underset{( }{\epsilon} \tag{1}
\end{equation*}
$$

- $\mathbf{X}$ is an unobserved latent process with $r \leq p$
- A is a $p \times r$ constant factor loading matrix with rank $r$.
- $\epsilon$ is a vector white-noise process.


## Factor Strength

Let $a \asymp b$ if $a=O(b)$ and $b=O(a)$, assume that for $\mathbf{A}=\left(a_{1}, \ldots, a_{r}\right)$,
$\left\|\mathbf{a}_{j}\right\|_{2}^{2} \asymp p^{1-\delta_{j}}, \quad j=1, \ldots, r, \quad \delta_{j} \in[0,1]$,
If $\delta_{j}=0, \mathbf{X}_{j}$ is called a strong factor. Else, $\mathbf{X}_{j}$ is called a weak factor

## Permutation Tests

Permutation test checks for serial correlation of a time series. The hypothesis is

$$
H_{0}: \forall k \in[1, m], \rho(k)=0, \quad H_{A}: \exists k \in[1, m] s . t . \rho(k) \neq 0,
$$

where $\rho(k)$ represents the autocorrelation at $\operatorname{lag} k$, and $m$ is the maximal lag to be considered.
Steps for Permutation Tests
(1) Given a time series $S_{o b s}=s_{1}, \ldots, s_{n}$, permute its elements to get $S_{\pi}=s_{\pi(1)}, \ldots, s_{\pi(n)}$, Repeat $L$ times.
(2) Choose test statistic for serial correlation: $T(\cdot)=n(n+2) \sum_{k=1}^{m} \frac{m-k+1}{m} \frac{\rho_{k}^{2}}{n-k}$, calculate $p$-value by:

$$
\begin{equation*}
p \text {-value }=\frac{1}{L} \sum_{i=1}^{L} \mathbb{1}\left(T\left(S_{\pi_{i}}\right) \geq T\left(S_{o b s}\right)\right) . \tag{2}
\end{equation*}
$$

(3) If $p$-value $\leq \alpha, S_{\text {obs }}$ is serially correlated. $\alpha$ is the pre-specified significance level.

## Estimation on Number of Factors

(1) Use covariance matrix of $\mathbf{Y}$ at lag $k: \boldsymbol{\Sigma}_{y}(k)=\operatorname{Cov}\left(y_{t+k}, y_{t}\right)$, gather information across multiple lags by

$$
\begin{equation*}
\mathbf{M}=\sum_{k=1}^{m} \boldsymbol{\Sigma}_{y}(k) \boldsymbol{\Sigma}_{y}(k)^{\top}, \quad m \geq 1 . \tag{3}
\end{equation*}
$$

(2) Perform eigen-decomposition on $\mathbf{M}$. Define $\boldsymbol{\Gamma}=\left(b_{1}, \ldots, b_{p}\right)$, where $\left(b_{1}, \ldots, b_{p}\right)$ are eigenvectors of $\mathbf{M}$ in descending order of corresponding eigenvalues. $\boldsymbol{\Gamma}$ 's columns contain estimation of $\mathbf{A}$ and noise.
(3) Define $\mathbf{Z}=\mathbf{Y}$, which is an approximation of $\mathbf{X}$. Conduct permutation tests on all $p$ columns of $\mathbf{Z}$, obtain a sequence of p -values ( $p_{1}, \ldots, p_{p}$ ).

- Obtain the estimator by identifying number of columns with significant serial correlation:

$$
\begin{equation*}
\hat{r}_{P T}=\sum_{i=1}^{p} \mathbb{1}\left(p_{i} \leq \alpha\right) . \tag{4}
\end{equation*}
$$

## Estimation Accuracy of $\hat{r}_{P T}$

We demonstrate our estimator through 2 sets of simulations. In first setting, all factors are strong $\left(\delta_{i}=0\right)$. In second setting, $\delta_{i} \sim \operatorname{Unif}(0,1)$. For both simulations,

- $n=(400,900,1600,2500,3600), p=(\sqrt{n}, 0.5 n, n, 2 n), r=9, L=1000$
- Factor within $\mathbf{X}$ from $\operatorname{AR}(1)$ process.
- Elements of $\epsilon \sim N(0,1)$, independent of time, elements of $\mathbf{A} \sim N(0,1)$.
- Maximal lag for covariance estimation is 1 .

To compare, $\hat{r}_{\text {Ratio }}$ from Lam\&Yao (2012) is added, which is based on ratio of eigenvalues of $\mathbf{M}$.


Figure: Accuracy of estimators from Permutation Test and Ratio Test with 100 repetitions. Figure on left represents the result when all factors are strong, and figure on right is when all factors are weak with different strength.

Remark: $\hat{r}_{\text {Ratio }}$ has better performance when factors are strong and dimension $p<2 n$. If factors are weak, $\hat{r}_{P T}$ is stable at a reasonable accuracy level, yet $\hat{r}_{\text {Ratio }}$ cannot give good estimation.

Mean and Standard Deviation of $\hat{r}_{P T}$ and $\hat{r}_{\text {Ratio }}$


## Conclusions

Performance of $\hat{r}_{P T}$

- Estimation accuracy of $\hat{r}_{P T}$ is generally reasonable.
- Inaccurate estimations $\hat{r}_{P T w r o n g}=r \pm 1$ most of the time.
- $\hat{r}_{P T}$ has similar performance in both settings.
- Accuracy drops when both $n$ and $p$ are large, due to estimation error of sample covariance matrix under large sample size
Comparing $\hat{r}_{P T}$ with $\hat{r}_{\text {Ratio }}$
- When factors are strong, $\hat{r}_{P T}$ is better than $\hat{r}_{\text {Ratio }}$, only if $p$ is relative large
- $\hat{r}_{P T}$ can handle factors with different levels of strength, yet $\hat{r}_{\text {Ratio }}$ works only when all factors have same strength.
- $\hat{r}_{P T}$ can perform well with small $n$, even when $p$ is large.


## Future Work

- Better estimation of sample
covariance matrix at large sample size.
(2) Choice of Test Statistics might need adjustment for deriving asymptotic properties.
( Improvement on speed of estimation is needed.
- Information from ordering of eigenvalues can be further utilized by designing new estimators.
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