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Co-integrated time series

Co-integration with infinite variance innovations uk and vk

Time series (Park & Phillips, 1988)

Yk = AXk + uk (inRp), Xk = Xk−1 + vk (inRq)

Regression yields an estimator Â of the true p × q matrix A

Least squares estimator

Â = YᵀX(XᵀX)−1, Â− A = UᵀX(XᵀX)−1

Let T = diag( 1
n1/α1

, . . . , 1
n1/αp

) and T̃ = diag( 1
n1/α̃1

, . . . , 1
n1/α̃q

)

Interested in asymptotics as n→∞

nT(Â− A)T̃−1 =
(
TUᵀXT̃

)(
1
n T̃X

ᵀXT̃
)−1
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Least squares estimator
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Asymptotic analysis

Time series (Park & Phillips, 1988)

Yk = AXk + uk (inRp), Xk = Xk−1 + vk (inRq)

Want invariance principle as n→∞

nT(Â− A)T̃−1 =
(
TUᵀXT̃

)(
1
n T̃X

ᵀXT̃
)−1

For t ∈ [0, 1], let

Zn,i
t :=

[nt]∑
l=1

1

n1/αi
uil , Z̃n,j

t :=

[nt]∑
l=1

1

n1/α̃j
v jl

Rewriting TUᵀXT̃ leads to the stochastic integrals∫ 1

0
Zn,i
s−dZ̃

n,j
s for i = 1, . . . , p, j = 1, . . . , q.
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nT(Â− A)T̃−1 =
(
TUᵀXT̃

)(
1
n T̃X

ᵀXT̃
)−1

For t ∈ [0, 1], let

Zn,i
t :=

[nt]∑
l=1

1

n1/αi
uil , Z̃n,j

t :=

[nt]∑
l=1

1

n1/α̃j
v jl

Rewriting TUᵀXT̃ leads to the stochastic integrals∫ 1

0
Zn,i
s−dZ̃

n,j
s for i = 1, . . . , p, j = 1, . . . , q.

4 / 7



Co-integrated time series
Convergence of stochastic integrals

Weak limit theorems for stochastic integrals

Famously, stochastic integration lacks continuity

the map (H·,X·) 7→
∫ ·

0
Hs−dXs is not continuous

Nevertheless, can ask the question: if Hn
· ⇒ H· and X n

· ⇒ X·,
and

∫ ·
0 H

n
s−dX

n
s makes sense, when do we then have∫ ·

0
Hn
s−dX

n
s ⇒

∫ ·

0
Hs−dXs

in suitable topology on the space of càdlàg paths?

This works beautifully in Skorokhod’s J1 topology, when:
(i) the X n are semimartingales and have so-called ‘uniformly

controlled variations’ (also Hn adapted)
(ii) the pairs (Hn,X n) converge jointly in Skorokhod’s J1 topology

and do so ‘sufficiently together’
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Structure of the innovations

Time series (Park & Phillips, 1988)

Yk = AXk + uk (inRp), Xk = Xk−1 + vk (inRq)

i.i.d. innovations (uk , vk)k≥1 (Paulaskas–Rachev, AAP ’98)

May want to consider linear processes for the innovations:
 That is, instead of i.i.d., allow ‘lagged’ dependence

uk =
K∑

h=0

chεk−h, vk =
N∑

h=0

c̃hε̃k−h

 Leads to much more complicated moving averages

Z n,i
t :=

[nt]∑
l=1

1

n1/αi
uil , Z̃ n,j

t :=

[nt]∑
l=1

1

n1/α̃j
v j
l (αi , α̃j > 1)

 No longer convergence in J1! And UCV also problematic!
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Care is needed, but lots can still be done

Moving averages converge in Skorokhod’s M1 topology:

Z̃n,j
· ⇒ Z̃ j

· , Z̃n,j
t :=

[nt]∑
l=1

1

n1/α̃j
v jl

If Hn
· ⇒ H·, what can then be said about∫ ·

0
Hn
s−dZ̃

n,j
s

?
=⇒

∫ ·

0
Hs−dZ̃

j
s

 Can find Hn
· ⇒ H := 0 in the uniform norm on [0, 1] so that

the integrals diverge as n→∞!

For our regression problem, we are faced with the integrands

Hn
t := Zn,i

t =

[nt]∑
l=1

1

n1/αi
uil (Yk = AXk+uk , Xk = Xk−1+vk),

 Assuming independence of u and v , then the stochastic
integrals do indeed converge in the M1 topology!
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