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1. Introduction

The development of sustainable digital ecosystems involves a number of different views which can be seen to merge in the need for a thorough understanding of the continuous creation and sharing of knowledge in the form of business models, software infrastructure for open e-business transactions, and new formal and semi-formal languages. From a computer science point of view the realisation of such an ecosystem involves the development of the core components for an Open Knowledge Space and the development of the formal foundations for the autopoiesis and evolution in peer-to-peer (P2P) networks and collaborative services needed to realise distributed long-lived transactions in open communities of small-to-medium enterprises (SMEs).

We should emphasise that whilst this report focuses on business-to-business interactions, both the work on the transaction model and that on the P2P network are also targeted at open knowledge sources. We view the absence of a transactional model in the asynchronous-messaging Ajax world, for example, as a serious weakness that limits the applicability of this technology to the Open Knowledge Space (OKS).

The main objective of Workpackage 3 has been to investigate the most effective P2P architecture and dynamic topology that can support distributed long-running transactions and the automatic aggregation of their underlying services in digital ecosystems. The complexity of business-to-business (B2B) interactions in such a highly dynamic environment entails the need for the development of a distributed transaction model that overcomes certain limitations in existing transactional environments as well as a formal foundation for the distributed orchestration of the underlying services. The P2P architecture is intended to enable open and trusted collaborations between SMEs and thus our interest in B2B relationships rather than business-to-consumer (B2C) relationships, which are often more easily constrained and controlled.

Drawing upon the understanding of the mechanisms at work in living organisms, which engage in a large number of complex and distributed interactions, the metaphors of evolution and autopoiesis seem to provide the most natural starting point for the conception of truly distributed P2P architecture to support open e-business transactions in a way that allows no critical dependencies on single organisations, and no critical points of failure. The resulting autopoietic P2P architecture should provide a self-maintaining environment that evolves to adapt to the complexity emerging from the large number of interactions between entities that are organised recursively in smaller and simpler networks.

In the first deliverable from Workpackage 3, deliverable D3.1 [RMK07], we provided an extended analysis of a digital ecosystem for business along with details of the OPAALS distributed transaction model. This led to the specification of the main requirements for the supporting P2P network to support distributed long-running transactions, and a preliminary design of a truly distributed P2P network that would support open transactions within a community of SMEs. This second deliverable from WP3 provides a more detailed formal analysis to both components of a Digital Ecosystem, namely the distributed transaction model and the supporting P2P network.

Business transactions in a B2B context typically involve interactions between multiple partners, either service providers, or service consumers, or both. This requires that all partners behave in a coordinated manner – partners must follow some protocol to execute a transaction effectively. In this report we describe a formal model of long-running multi-service transactions and the distributed orchestration of the underlying service executions. The formalisation of the interaction-based composition is aimed at describing the behavioural patterns services should follow in order to guarantee successful commitment or compensation within the transaction model.

The execution of a long-running transaction corresponds to conducting a business activity whose parts are offered as web services. These services need to be coordinated properly to increase confidence in a successful outcome. Therefore, each party engaging in a long-running transaction must handle not only the
application-specific aspects of the various service executions but also their interactions with one another, in terms of the ordering of service invocations. The challenge is that such coordination of the underlying service executions needs to be performed in a fully distributed manner. This is a prerequisite for realising the benefits of the Service-Oriented Computing (SOC) paradigm but is also in line with the demands for local autonomy of SMEs. It is further reinforced by the nature of the supporting P2P architecture which is based on the premise of openness or inclusiveness of the run-time environment as well as the absence of vulnerability to single points of failure. To address this challenge we need a carefully refined design of the structure of each Local Coordinator in setting up and executing a long-running transaction.

The network infrastructure intended to facilitate B2B transactions in a digital ecosystem needs to take into account a variety of factors coming from the nature of long-running multi-service transactions. The availability of services, but also of nodes themselves, as well as issues of unpredictable disconnection are of primary concern, as identified in deliverable D3.1 [RMK07]. In addition, there are further aspects evident in ‘scale free’ networks such as fragmentation that remain to be addressed. Further, a digital ecosystem involving open communities of SMEs is a highly dynamic environment and thus it is important to consider the way the network responds to changes in the number of nodes. We discuss an evolutionary framework, inspired by biology, and describe how it can be adapted and applied to the P2P network considered in WP3 in a way that respects its primary characteristics.

Whilst this report focuses on the formal modelling work, it should be emphasised that work is currently underway to implement both the transaction model and the P2P architecture. This will be reported on in later deliverables.

The report is structured as follows. Chapter 2 provides a formal semantics of long-running transactions using a vector-language based description of behaviour. This approach has a number of advantages over alternative models. These are also discussed in this chapter. Chapter 3 then describes the local agent structure that is needed to support distributed long-term transactions across a P2P network. Chapter 4 discusses the results of the first phase of our performance analysis. This analysis needs to be extended with further experimentation, which is under way. We conclude the report in Chapter 5 with some pointers to next steps.
2. Distributed Transactions in Digital Ecosystems

In this chapter we are concerned with modelling long-running transactions in digital ecosystems. The aim is to provide a formal foundation for the coordination of the underlying service executions which can provide a thorough understanding of the behaviour patterns that these service compositions should exhibit in order to guarantee that either the transaction commits or is compensated for.

It is only recently that long-running transactions, as understood in a business environment rather than in traditional database systems, have received the attention of the formal methods community. After a brief description of the basic characteristics of long-running transactions and the surrounding issues in modelling their critical aspects, we outline formal approaches to modelling transactions. The discussion focuses on which transactional aspects are covered and which are missing. We then introduce a formal model for long-running multi-service transactions in digital ecosystems for business and show how it can be used for a behavioural analysis in terms of the underlying service compositions and the compensation mechanism that needs to be deployed if some failure later in the transaction makes it necessary.

2.1 Long-running Transactions: Features and Characteristics

Within the database community the conventional definition of a transaction [Dat96] is based on ACID properties: Atomicity – either all tasks in a transaction are performed, or none of them are; Consistency – data is in a consistent state when the transaction begins, and when it ends; Isolation – all operations in a transaction are isolated from operations outside the transaction; Durability – upon successful completion, the result of the transaction will persist. However, in advanced distributed applications these properties can present an unacceptable limitation and reduce performance dramatically, a view also supported in [Elm94].

The very nature of business – as opposed to database – transactions, opens up a different angle from which to view transactions. For example, the specification of a transaction may involve a number of required services, from different providers, and allow it to be completed over a period of minutes, hours, or even days – hence, the term long-lived or long-running transaction. Indeed, a wide range of B2B transactions (business activities [CCC’04b, RKM06]) have a long execution period. A business transaction between SMEs in a Digital Ecosystem can be either a simple usage of a web service or a mixture of different levels of composition of several services from various service providers.

This makes the adoption of the Service-Oriented Computing (SOC) [Pap03] more relevant than ever. The goal of SOC is to enable applications from different providers to be offered as services that can be used, composed and coordinated in a loosely-coupled manner. This means that a service must be designed in a way that it can be invoked by various service clients and is logically decoupled from any service caller. The actual architectural approach of SOC is called SOA [PaG03, PTD’06] and is particularly applicable when multiple distributed applications are running on varied technologies and platforms need to communicate with each other. This would allow enterprises to mix and match services to perform business transactions in a digital ecosystem with the minimal programming effort.

Although our primary concern in WP3 of OPAALS is to provide support for long-running transactions in digital ecosystems involving open communities of SMEs, the basic characteristics of long-running transactions pertain to the more general interactions within a digital ecosystem, and this is mostly due to the fully distributed nature of the environment. Such characteristics have been analysed in Deliverable D3.1 [RMK07] and are only briefly outlined in the sequel. It is important to stress that the long-term nature of execution frames the concept of a transaction in a digital ecosystem, since most usage scenarios involve
long-running activities. In such cases, it is impractical, and in fact undesirable, to maintain full ACID properties throughout the lifetime of a long-running transaction. In particular, Atomicity and Isolation are questionable.

Business transactions typically involve interactions and coordination between multiple partners. A long-running transaction comprises a number of sub-transactions or activities which involve the execution of a number of underlying services. It is often the case that internal activities need to share results before the termination of the transaction (transaction commit). More generally, dependencies may exist between activities inside a transaction due to the required ordering on the service invocations or due to the sharing of data. Booking a flight ticket before booking a hotel room at the destination is an example for the former, while booking a taxi or buying a bus ticket, depending on the remaining budget, is an example of the latter.

Further, in a digital ecosystem for business a number of distributed long-running multi-service transactions are expected to take place. Many business scenarios require that a transaction releases some results to another transaction, before it commits. For example, consider a organising the travel for a meeting, which includes booking a flight, booking a hotel, and then either go for booking a taxi or buying a ticket for the bus, depending on the remaining budget. (Note that this already indicates the need for exchange of results within a transaction.) Now if there is a really good deal for all the requirements (possible in terms of distance between hotel and meeting place, etc.), but it would require that the attendee goes slightly overspent, the 'travel booking' transaction (before finalising the bookings/purchases) may contact another transaction, the 'budget handling' transaction say, to seek approval for a slightly increased budget.

In other words, dependencies may exist across transactions due to the need for releasing partial results outside a transaction. This may not happen as often as releasing data inside a transaction but is nevertheless a central requirement for distributed long-running transactions if they are to cover a wide range of business models. Conventional transaction models such as Sagas [G-MS87] or the more recent models Web Services Transactions (WS-Tx) [CCJ’04],[CCC’03] and Business Transaction Protocol (BTP) [FDF’04] do not provide capability for partial results and inevitably make it the business process designer’s responsibility. This often means that an ad-hoc complicated transaction needs to be designed or, even worse, results in adding new transactions that do not reflect the exact needs of the business model itself, but rather are incorporated to get round the problem. It can be seen that designing transactions with full ACID properties limits significantly the coverage of business requirements and is thus not suitable for e-business in general, and digital ecosystems in particular.

Within a digital ecosystem, a large number of distributed long-running transactions take place, each comprising an aggregation of activities which in turn involve the execution of the underlying service compositions. In such a highly dynamic environment there is an increased likelihood that some transaction (or one of its internal activities) will fail. This may be due to a variety of reasons (platform failure, service abort, temporary unavailability of a service, etc.) including the vulnerability of the network infrastructure itself (platform disconnection, traffic bottleneck, nodes joining or leaving the network, etc.). The autopoietic P2P network in OPAALS, whose preliminary design was described in D3.1 [RMK07] and is formally analysed in later parts of this report, together with the proposed fully distributed transaction model go some way to alleviate these concerns.

The standard practice in the event of a failure is to trigger compensating actions that will effectively ‘undo’ the effects of the transaction – those effects visible before failure occurred. The objective is to bring the system to a state which is an acceptable approximation of the state it was before the transaction started. However, this is not a trivial task. Recovering the system in the event of a failure of a transaction (or an activity inside a transaction) needs to be done in a way that takes into account the dependencies both inside (to ensure all dependent activities are undone) but also outside the transaction (to ensure that any dependent activities of other transactions are also undone).

Further, and when considering SOA as the enabling technology for open e-business transactions, the recovery and compensation mechanism must respect the loosely-coupled nature of the connections, since
interfering with the local state of the underlying service executions violates the primary requirement of SOA. In addition, access to the local state may not even be possible in a business environment with SMEs as service providers. This is an issue that has been largely ignored by current implementations of transaction models such as Web Services Transactions (WS-Tx) [CCJ’04],[CCC’03] and Business Transaction Protocol (BTP) [FDF’04], as pointed out in Deliverable D3.1 [RMK07] in which a more comprehensive discussion can be found.

The abortion of a transaction, even if it is successfully recovered and compensated for, can be very costly in the business environment. Rolling back the whole system in the event of a failure may lead to chains of compensating activities, which are time-consuming and impact on network traffic as well as deteriorate the performance. Another serious side-effect has to do with triggering compensations and updates in the corresponding accountability and trust frameworks sitting on top of the transaction layer. (These aspects are considered in WP4 of OPAALS.) For this reason it is important to build into the system capability or flexibility to deal with failure. In other words, it is key to design for failure by adding diversity into the system and allowing for alternative scenarios. The idea is to get some leverage in avoiding the abortion of a whole transaction (and all other dependent transactions) by means of allowing alternative paths of execution in cases where the path chosen originally encountered a failure.

It transpires that it is also important to be able to preserve as much progress-to-date as possible. If an activity (sub-transaction) of a transaction fails, it is essential to undo (roll back) only those activities that have used results of this activity, i.e. are dependent on it. It is highly desirable to avoid rollback of other activities that have produced results (committed) and are not dependent on the failed activity. These are often referred to as omitted results and do no need to be undone as that would mean they will need to be re-done (re-started, re-calculated, re-computed) once the transaction is restarted (after abortion and recovery). Addressing omitted results can have significant benefits for SMEs in digital ecosystems in terms of saving valuable time and resources.

Transaction models that have been designed with web services in mind, and are currently widely used in practice, include WS-Tx [CCJ’04], [CCC’03], [CCC’04a], [CCC’04b] and BTP [FDF’04], which have been reviewed in deliverable D3.1 [RMK07]. Apart from certain issues regarding their coordination mechanism, which is geared towards centralised control, these models do not support partial results, do not provide capability for forward recovery, and there is no provision for covering omitted results.

Distributed long-running multi-service transactions involve the execution of the underlying service compositions which need to be coordinated (service orchestration) in a principled manner. Harnessing the complexity of the service composition and the call interplay between services is a necessary first step for increasing the confidence in a successful outcome in a transactional environment. In other words, if we are to provide a P2P architecture and dynamic topology that can support distributed long-running transactions in open communities of SMEs, and eventually the automatic aggregation of services in digital ecosystems, we need to provide a formal foundation for long-running transactions and the distributed orchestration of the underlying service executions.

In what follows we review some very recent approaches to the formalisation of long-running transactions and in light of these approaches we then describe work in progress on the formal modelling and analysis of the transaction model developed in OPAALS.

### 2.2 Formal Approaches to Modelling Transactions

Formal approaches to transaction modelling have been introduced recently, and some will be discussed in greater details in the following sections, aiming to give a formal semantics to long-running transactions and in that way address some of the surrounding issues. A common denominator seems to be the attempt to relax ACID properties by organising a long-running transaction into a series of activities. The idea is that
each activity is a discrete transactional unit of work that can either commit or abort (in which case the previously committed activities need to be undone or rolled back).

2.2.1 A process algebra for transactional aspects in composed services

In this section we provide a brief outline of a formal approach to modelling the primitives of long-running transactions with a version of a process algebra that draws upon the well-known process algebras Calculus for Communicating Systems (CCS) [Mil80] and Communicating Sequential Processes (CSP) [Hoa85]. Our discussion is based on the work presented in [BMM05] which epitomises this process algebraic approach to defining a formal language for describing the complex interactions between the services involved in the execution of long-running transactions.

In particular, the authors in [BMM05] set out to define a set of primitives for long-running transactions in flow composition languages concerned with structured control flows. In other words, flows that can be defined in terms of primitives like sequencing and branching (choice). This gives a formal semantics to long-running transactions, whose flow of control exhibits these features, and the authors show that the semantics is adequate for the modelled features. In what follows we give a brief outline of this work and discuss it in view of the issues surrounding long-running transactions in digital ecosystems.

The approach to modelling transactions described in [BMM05] is driven by the understanding of transactions as in Sagas [G-MS87]. The Sagas model is one of the points of reference for long-running or long-lived transactions, nevertheless it has been criticised for its limited applicability in conducting open e-business long-running transactions [FuG05]. That said, Sagas was one of the first models for long-running transactions and some of the key concepts are still relevant in any transaction model. The key idea is that valid executions of a transactional business process (or of a part of it) are those that complete all involved activities. This is essentially the Atomicity part of ACID properties.

Since business activities are long-running in nature, as we have discussed in the previous section in more detail, a more relaxed version of atomicity can be achieved by associating processes with compensating activities that can recover or ‘undo’ the effects of previously completed activities within a transaction (partial executions). The question of course is how the compensating mechanism can be applied to ensure consistency of data at all times and take into account the dependencies that may exist both inside and outside of a transaction. Therefore, our discussion of [BMM05] focuses on this aspect in the remaining of this section rather than the inherent limitations of the Sagas transaction model (they have chosen to adopt) itself.

We start by presenting the formalisation of a subset of Sagas, namely the sequential composition (of activities or actions inside a saga) and then the parallel composition of different sagas.

A sequential saga, as mentioned in [G-MS87] and used in [BMM05] to model a long-running transaction, is a sequence of atomic activities (called sub-transactions or actions or steps) that should be executed completely. The parallel execution of several sagas can interleave actions in any way, but any single action is considered to be atomic. The interleaving of actions, a concept found in CSP and CCS, means that one action is executed at a time and the ordering of execution respects the sequencing of the actions in each saga. Actions are atomic in the sense that either they are successfully executed (committed) or no effect is observed when the execution fails (aborted). In other words, actions inside a saga adhere to ACID properties. Additionally, every action Ai in a saga has a compensating activity Bi that can be executed to ‘undo’ the effects of a successful execution of Ai upon a later failure.

Any partial execution of a saga is undesirable – it must either execute all its sequential actions successfully or not at all – if an action fails during the execution of a saga then the whole saga must be compensated for. Formally, a saga involving A₁, …An (where each Ai is associated with a compensating
action \(B_j\) is guaranteed to execute either the sequence \(A_1; \ldots; A_n\) (successful execution of the whole saga) or the compensated sequence \(A_1; \ldots; A_j; B_j; \ldots; B_1\) for some \(j < n\) (in case the action \(A_j\) fails, execution stops and the compensating actions are executed in the reverse order).

The formalisation of sequential sagas in [BMM05] comprises a syntax for writing sequential sagas and a semantics that determines the outcome of a saga and how their compensations are executed in the event of a failure. Let \(A\) be an infinite set of names for actions (denoted by \(A, B, \ldots\)) and let \(0 \notin A\) denote a special action that always completes and has no effect. The syntax for sequential sagas considered in [BMM05] is given in Figure 2.1.

\[
\begin{align*}
X & ::= 0 \mid A \mid A \div B \quad \text{(STEP)} \\
P & ::= X \mid P ; P \quad \text{(PROCESS)} \\
S & ::= \{[P]\} \quad \text{(SAGA)}
\end{align*}
\]

Fig. 2.1 Syntax of sequential sagas in [BMM05]

It can be seen that a sequential saga (or a long-running transaction comprising sequential actions or sub-transactions only) consists in a sequential process \(P\). Each action in \(P\) is either an action \(A\) or a compensated action \(A \div B\), where \(B\) is the compensating action of \(A\). The `;` operator applied on processes means that process on the left is composed sequentially with the process on the right. The term \(0\) represents a process (modelling a long-running transaction) that does nothing and always completes successfully. It is difficult to imagine what long-running transaction would be modelled by \(0\), but such a construct seems to be necessary to the proposed formalism. We return to this discussion in the sequel.

In defining the semantics of long-running transactions (as sagas) constructs that capture the outcome of the execution and the valuation of the constituent actions in each step during execution (referred to as context) are required.

The approach of [BMM05] considers the case that the compensating actions inside a saga (the \(B_j; \ldots; B_1\) part of the execution of a saga) may also fail. Hence, there are three different outcomes captured in a set \(R = \{\blacksquare, \blacklozenge, \blacktriangle\}\) where \(\blacksquare\) represents successful execution (commit), \(\blacklozenge\) represents failure with successful compensation (compensated abort) and \(\blacktriangle\) represents failure with unsuccessful compensation (abnormal abort). Also, let \(\square\) range over \(R\).

A context is required to determine whether actions were completed successfully or not. This is denoted by \(\Gamma\) and is defined in [BMM05] as a partial function over \(A\) that maps any activity to the result obtained during its execution, i.e. \(\Gamma : A \mapsto \{\blacksquare, \blacklozenge, \blacktriangle\}\). Actions can only commit or do compensated abort, they do not terminate abnormally (only processes do). Hence, \(\Gamma\) provides and evaluation on each action inside a saga and the semantics of a sequential saga are given by the relation

\[
\Gamma \vdash S \rightarrow \square
\]

which is used to denote that the execution of saga \(S\) produces \(\square\) when the actions behave like \(\Gamma\). The observation \(\alpha\) describes the flow of control occurring when executing \(S\) under \(\Gamma\). The flow \(\alpha\) is also a sequence of actions, but its actions have no compensating activities. More details can be found in [BMM05]. The semantics of this relation, and consequently of sequential sagas, is given Figure 2.2, as found in [BMM05].
The auxiliary relation $\Gamma \vdash <\beta, 0> \rightarrow <\square, \beta'>$ describes the behaviour of a process $P$ within a saga that has already installed compensation $\beta$ ($\beta$ represents a process without compensations just like $\alpha$). The overall idea is that when $P$ is executed it either commits or aborts or fails, but additionally it can change the compensations, for instance by installing new compensations $\beta'$, as in rule (S-ACT).

Rule (ZERO) states that 0 always commits without changing the installed compensations. Rule (S-ACT) describes the successful execution of the compensated action $A \div B$ when $A$ commits. Sequential composition is essentially handled in rules (S-CMP) and (F-CMP) which describe the execution of $A \div B$ when $A$ fails in a saga that has already installed compensations $\beta$. In particular, the rule (S-CMP) states the case in which the compensation procedure completes successfully. In rule (F-CMP) compensation procedure fails, in which case the process terminates abnormally (indicated by ‘$\blacklozenge$’). Rule (S-STEP) handles the behaviour of a process $P;Q$ when $P$ commits, in which case execution continues with $Q$ taking into account the compensations produced by (the execution of) $P$. Rule (A-STEP) describes the behaviour of $P;Q$ when $P$ terminates abnormally, in which case the compensation is activated as soon as $P$ aborts.

Next, we present the ideas in [BMM05] concerning the concurrent execution of actions. This is handled by introducing an operator ‘$|$’ denoting the parallel composition of processes. Parallel composition is

\[ \Gamma \vdash <\beta, 0> \rightarrow <\square, \beta'> \]  
\[ A \rightarrow \square, \Gamma \vdash <A \div B, \beta> \rightarrow <\square, B, \beta'> \]  
\[ \Gamma \vdash <\beta, 0> \rightarrow <\square, 0> \]  
\[ A \rightarrow \square, \Gamma \vdash <A \div B, \beta> \rightarrow <\square, 0> \]  
\[ \Gamma \vdash <P, \beta> \rightarrow <\square, \beta'> \]  
\[ \Gamma \vdash <Q, \beta''> \rightarrow <\square, \beta'> \]  
\[ \Gamma \vdash <P;Q, \beta> \rightarrow <\square, \beta'> \]  
\[ \Gamma \vdash <\sigma, 0> \rightarrow <\sigma, 0> \quad \sigma \in \{\square, \blacklozenge\} \]  
\[ \Gamma \vdash <P;Q, \beta> \rightarrow <\sigma, 0> \]  
\[ \Gamma \vdash <P, 0> \rightarrow <\square, \beta> \]  
\[ \Gamma \vdash <[P]> \rightarrow \square \]  

Figure 2.2 Semantics of sequential sagas in [BMM05]
understood as in the CSP [Hoa85] where sequential processes can be executed in parallel so long as they synchronise (both are ready to engage in that action) on common actions while all non-common actions from each are interleaved (that is, they can occur in either order so long as the sequencing in the process they come from is preserved).

It is important to note that in the approach of [BMM05] to modelling long-running transactions, processes that are composed in parallel do not communicate. In other words, they do not have common actions on which they have to synchronise. This means that their respective actions are all independent and hence composition simply results in all possible interleavings of the actions from each. A similar approach to parallel composition of sequential processes is taken in compensating CSP [BHF05] which is discussed in greater detail in the next section (Section 2.2.2).

The syntax for parallel sagas is basically that of sequential sagas extended with the ‘|’ operator, as given in Figure 2.3.

\[
\begin{align*}
X & ::= 0 | A | A \div B \quad \text{(STEP)} \\
P & ::= X | P ; P | P | P \quad \text{(PROCESS)} \\
S & ::= \{[P]\} \quad \text{(SAGA)}
\end{align*}
\]

Figure 2.3 Syntax of parallel sagas in [BMM05]

It is required that ‘|’ is associative and commutative with identity 0 (the nil term). Also, sequential composition is considered to have higher binding precedence than parallel composition.

As for sequential sagas, a parallel saga terminates successfully only when all its actions commit. The whole saga (all participating sequential processes in the parallel saga) will be compensated when an action is aborted. The compensations for parallel sagas are executed concurrently (instead of in the reverse order as in sequential composition).

The approach considers initially a semantics for parallel sagas where the sequential processes that comprise a parallel saga are completely independent. This has the disadvantage that if one sequential process aborts, then there is no way to immediately enforce the rest of the sequential processes to abort too. This can only be done once the rest of the processes have completed their execution.

To alleviate this problem the authors in [BMM05] subsequently introduce two new types of results for a process within a saga: ◙ denoting that the process has been forced to compensate, and it has been compensated successfully, and ◘ denoting that the process has been forced to compensate but the compensation itself has failed.

Let \(\sigma_1, \sigma_2\) range over \(R = R \cup \{\bullet, \bigcirc\}\). The result obtained by combining the execution of two parallel processes is given in the table of Figure 2.4, as found in [BMM05].
The ‘&’ operator that combines the result of sequential processes in a parallel saga is associative and commutative. This means the upper half of the table is not required and is thus empty. More details can be found in [BMM05].

The semantics of parallel sagas, is given Figure 2.5, as found in [BMM05]. All rules of sequential sagas (given earlier in Figure 2.2) remain unchanged, but the rule (A-STEP) now also considers the new results ◗, ◘ for forced compensation and four new rules are added.
Figure 2.5 Semantics of parallel sagas [BMM05]
The new rules (S-PAR), (F-PAR) and (C-PAR) specify the behavior of parallel composition of sequential processes, covering all possible outcomes, i.e. commit, compensated abort and abnormal abort. The sequential processes run in parallel without initial compensations. If both processes commit (rule S-PAR), the original compensation $\beta$ is updated with the compensations $\beta'$ and $\beta''$ from each. In particular, if the whole parallel composition $P \parallel Q$ has to be compensated then $\beta'$ and $\beta''$ are executed in parallel and $\beta$ is started only when they have both finished.

If one process has started its compensation procedure then the other process must also be compensated. Rule (F-PAR) says that if one process fails during its compensation, then the final result for the parallel composition $P \parallel Q$ is a (possibly forced) abnormal termination, i.e. ◡ or ◗. In this case the compensation $\beta$ installed initially is never executed. Rule (C-PAR) describes the case in which both $P$ and $Q$ are successfully compensated for. In this case the compensation $\beta$ installed initially is also executed. The new rule (FORCED-ABT) handles the forced compensation of a process $P$, i.e. $P$ can activate the compensation procedure before starting its execution that will produce a forced termination, i.e. ◡ or ◗.

In addition, there is a notion of nesting in the formal approach of [BMM05] for long-running transactions. This concerns nested transactions, and there is some level of nesting in sagas [G-MS87], where a long-running transaction is decomposed into a hierarchy of activities or sub-transactions. In this scheme, the root of the hierarchy is the top-level transaction and any sub-transaction executes independently and concurrently with respect to its parent and siblings, deciding autonomously whether to commit or abort. In short, the authors in [BMM05] give a construction that allows a process $P$ (either in a sequential composition $P ; Q$ or in a parallel composition $P \parallel Q$) to abort and compensate successfully without needing to inform its parent in the nested saga. Thus, the saga can commit even if one of its sequential processes $P$ has aborted, providing it has been successfully compensated for. If it does not compensate successfully, then this can no longer be hidden from the parent and the whole saga aborts.

The consideration of nested transactions and nested sagas is rather interesting but it is not entirely clear in the treatment of [BMM05] how this nesting capability is different to an alternative path of execution for a transaction (which would be captured using choice in the CSP-oriented formalism of the proposed approach). In other words, it is not clear whether nesting has been submerged with the non-deterministic choice found in process algebras such as CSP and CCS. This perhaps comes down to how the hierarchy is defined within the structure of a nested transaction. This is not covered in [BMM05] but if the examples in the paper can be used to infer the hierarchy, it seems to be the case that a nested sub-transaction corresponds to precisely an additional path of execution that allows the transaction to commit. If it aborts, then the alternative path (referred to as the sibling in [BMM05] is executed and the transaction can still commit.

Continuing with some overall comments on the process algebraic approach to modelling long-running transaction proposed in [BMM05], it seems appropriate to say that it is very closely tied to the well-known approaches of Communicating Sequential Processes [Hoa85] and, to a lesser extent to the, Calculus of Communicating Systems [Mil80]. This means it suffers from some of the limitations inherent in these approaches and in particular CSP. For example, the use of a nil process 0 is a necessary feature of CSP, but here sequential processes are used to model long-running transactions, and it is hard to see what transaction a business process designer would model using 0 (recall its meaning is that it is a process which always terminates successfully and has no effect).

Moreover, the fact that only sequential blocks of actions are considered, and these do not communicate whether they are composed in sequence or in parallel, means that the resulting formalism is not expressive enough to capture partial results (which would require communication between sequential processes) and is even limited in capturing the dependencies that arise inside a long-running transaction. The compensating mechanism used follows exactly that of the forward actions and there is no provision to capture omitted results or forward recovery (unless the nesting scheme is indeed a means of introducing alternative scenarios) and leaves little flexibility for extension with such features in the future.
In addition, there are certain problems that arise in compensating for parallel processes due to the fact that the compensation procedure should be independent of any particular interleaving of actions. This is not possible within CSP since the parallel composition operator is defined to do just that – interleave non-common actions in any way. The fact there is no communication between sequential processes that are composed in parallel in [BMM05] means that the parallel composition operator does no more than simply generate the non-deterministic interleavings of the actions from each process. In fact, the extension to CSP with compensations to produce the so-called compensating CSP [BHF05], paradoxically considers a non-interleaving semantics in performing the compensations for sequential processes that are composed in parallel. This approach is discussed next.

2.2.2 Extending CSP with compensations

This line of work is proposing a model of long-running transactions within the framework of the Communicating Sequential Processes (CSP) [Hoa85] process algebra. For this purpose, an extension of the CSP formalism with compensating actions has been considered in [BHF05], [RiB06]. The resulting compensating CSP has been used for modelling long-running transactions, which are understood as a sequence of isolated activities. This notion of a long-running transaction draws upon the concept found in Sagas [G-MS87]. A saga partitions a long-running transaction into a sequence of several smaller activities or sub-transactions, where each has an associated compensation. If one of the sub-transactions in the sequence fails or aborts, the compensations associated with the previously committed sub-transactions is executed in the reverse order.

In this section we briefly outline this approach to modelling long-running transactions focusing on how the internal activities and their compensations can be orchestrated in compensating CSP.

The behaviour of a process (denoted by P, Q, …) can be recorded as a sequence or trace in CSP terminology (denoted by p, q, …) of all its environmentally observable actions (denoted by A, B, …). The CSP formalism makes use of some special internal actions, like √ indicating successful termination of a process. In compensating CSP, additional special actions are needed such as !, indicating an interrupt throw, and ?, indicating an interrupt yield. In fact, compensating CSP also requires some special processes like THROW in addition to the standard CSP sequential processes. The purpose of these shall become more clear in the sequel.

As in [BHF05] we will use <A, B, √> to denote the trace that describes the behaviour of a process P = A;B which executes action A, then action B and then terminates successfully. Processes can be composed to produce composite processes, such as sequential composition (P;Q) or parallel composition (P||Q). The traces of composite processes are defined in terms of the traces of their constituent processes. A formal semantics will be given below. Before that we summarise the syntax used in standard processes of CSP in Figure 2.6.
Assume a process has an alphabet of actions $\Sigma$ and let $\Omega = \{\sqrt{\cdot}, !, ?\}$ be the set of special actions of processes (not included in $\Sigma$) which are also referred to as terminal events in [BHF05]. The concatenation of traces $s$ and $t$ is denoted by $st$. Standard processes are defined as non-empty sets of traces of the form $s<\omega>$ where $s \in \Sigma^*$ and $\omega \in \Omega$. Thus,

- $s<\sqrt{\cdot}>$ is a trace leading to successful termination
- $s<!>$ is a trace leading to interrupt throw
- $s<?>$ is a trace leading to interrupt yield

The process that performs a single atomic event and terminates successfully consists of a single complete trace. This essentially is used to denote an atomic action.

**Atomic action.** For $A \in \Sigma$, $A = \{<A, \sqrt{\cdot}>\}$

A process $P$ is a sequence or trace of actions from the corresponding alphabet $\Sigma$. The sequential composition of processes $P;Q$ is done in a way that execution of the sequence of actions of process $Q$ commences when that of $P$ has completed successfully. Thus, successful traces of $P$ are followed by traces of $Q$ while other traces of $P$ are not. This is summarised in the following definition given in [BHF05].

**Sequential composition.**

$$P<\sqrt{\cdot}>; Q = pq$$
$$P<\omega>; Q = P<\omega>, \text{ if } \omega \neq \sqrt{\cdot}$$

In terms of processes, the ‘;’ operator is defined as $P; Q = \{p ; q | p \in P \land q \in Q \}$

The choice between two processes is defined as the union of their traces, as in usual CSP. To the best of our understanding this is a correct adaptation of the definition found in [BHF05] (given here in terms of the trace semantics rather than in terms of processes themselves, as done originally in [BHF05]).

**Choice.** $P \boxdot Q = \{ p \cup q | p \in P \land q \in Q \}$

In the Communicating Sequential Processes [Hoa85], the parallel composition of two processes is defined in a way that 1) the processes synchronise on common actions (one waits for the action to be enabled in the other process too) and 2) the processes asynchronously execute actions that are not common to both.

D3.2 Report on formal analysis of autopoietic P2P network
In the compensating CSP framework for long-running transactions proposed in [BHF05], processes that are composed in parallel are not allowed to communicate. In other words, the synchronous execution of observable actions is not supported. Hence, point i) of the definition of parallel composition of processes is not applicable in compensating CSP.

The occurrences of the non-common actions from separate processes (point ii) above) are modelled by considering their non-deterministic interleaving. For example, for two actions A and B executed in parallel, their parallel composition A||B means that A can be followed by B or B can be followed by A. In other words, the two actions are perceived as occurring in either order. Note that this interpretation is different to that of non-interleaving approaches which consider concurrent actions as occurring in any order.

\[
p \parallel \bot = \{p\}
\]
\[
\bot \parallel p = \{q\}
\]
\[
<x>p \parallel <y>q = \{<x>r \mid r \in (p \parallel <y>q) \cup \{<y>r \mid r \in ((x>p \parallel q)\}
\]

In the compensating CSP framework for long-running transactions proposed in [BHF05], processes that are composed in parallel are not allowed to communicate. In other words, the synchronous execution of observable actions is not supported. Hence, point i) of the definition of parallel composition of processes is not applicable in compensating CSP. Processes that are composed sequentially (using the ‘;’ operator described above) do not communicate anyway, so the proposed formalism does not support any form of communication or interaction between activities inside a transaction. Since transactions are modelled by processes, which do not communicate, there is also no communication across transactions. Thus, the proposed framework does not support the release of results inside or outside a transaction.

In compensating Communicating Sequential Processes, processes composed in parallel synchronise only on successful termination (the ‘√’ of each) and on interruption (‘!’ and ‘?’ from each). If ω and ω’ are terminal events from each of the processes P and Q, then the joint terminal event ω&ω’ of the parallel composition P||Q is determined by the table given in Fig 2.7.

\[
\begin{array}{c|c|c}
\omega & \omega & \omega&\omega' \\
\hline
! & ! & ! \\
! & ? & ! \\
! & √ & ! \\
? & ? & ? \\
? & √ & ? \\
√ & √ & √ \\
\end{array}
\]

Fig. 2.7 Synchronisation on terminal events in compensating CSP [BHF05]

The parallel composition of processes is defined (in terms of their traces) to be the set of interleavings of their observable part followed by the synchronisation of their terminal events.

\[
P<\omega> \parallel Q<\omega'> = \{r<\omega&\omega'> \mid r \in (p \parallel q)\}
\]

In terms of processes, the ‘||’ operator is defined as

\[
P \parallel Q = \{r \mid r \in (p \parallel q) \land p \in P \land q \in Q\}
\]

The ‘||’ is commutative and associative (although this is not shown in [BHF05] or [RiB06]). Further, [BHF05] give the following law that governs the interaction between ‘||’ and an interrupt.

\[
\text{THROW} \parallel (\text{YIELD;}P) = \text{THROW} \bigcirc P; \text{THROW}
\]
A careful reading of the law shows that interrupt does not have priority over other events. The authors in [BHF05] claim this is to be expected since it is not desirable that the entire system responds immediately to an attempt by one party to raise an interrupt. However, as we are to read failure for interrupt and consider a digital ecosystem for business as the distributed setting, it is not only desirable but essential for all parties involved in a business activity to know immediately about failure at some part of the system – this would allow to localise the affected part and trigger the recovery mechanism before the failure propagates and results in costly chains of rollbacks or, even worse, brings the whole system to a an abrupt halt.

In what follows we present the additional special constructs, actions and operators, included in extending Communicating Sequential Processes with compensations in order to model long-running transactions.

There is a special process, termed SKIP, which does nothing and always terminates successfully.

**Skip.** SKIP = \{\langle\sqrt{\rangle}\}

There is another special process defined in [BHF05], termed THROW, which does nothing (notice there is no action from the alphabet involved) and always fails or aborts. This is captured in the proposed formalism by the fact it generates a unique trace which contains the special action ‘!’ denoting an interrupt. It is later used in compensating CSP to indicate the failure of an activity (or sub-transaction). This special process is defined as follows.

**Throw.** THROW = \{\langle!\rangle\}

There is yet another special process defined in [BHF05], termed YIELD, which is used in compensating CSP to indicate that a process is aware of an interrupt thrown by one of its actions. This process does nothing and stops (yields), denoted by ‘?’ or does nothing and successfully terminates, denoted by ‘\sqrt{\rangle}’.

**Yield.** YIELD = \{\langle?\rangle, \langle\sqrt{\rangle}\}

This process generates two kinds of traces; either yields, denoted by ‘?’ , or successfully terminates, denoted by ‘\sqrt{\rangle}’. This means that the composite process P ; YIELD ; Q either does P, and then does ‘?’ (yields), or does P and then does ‘\sqrt{\rangle}’ (successfully terminates after P). Hence, Q is never executed.

The intention behind these constructs is to extend the usual formalism of Communicating Sequential Processes with a recovery and compensation mechanism for a transactional environment. The mechanism boils down to being able to signify failure, and then alert the rest of the transaction, so that the required compensations are executed. Hence, the special action ‘!’ is used to describe the failure of a transaction. The intended effect is that ‘!’ causes an immediate disruption of the flow of control. A process always yields to an interrupt ‘!’, whether it is ready to terminate (indicated by ‘\sqrt{\rangle}’), and no additional symbol or special action is used, or it is in the middle of its execution, in which case it again yields and this is indicated by ‘?’.

A special operator, termed interrupt operator and denoted by ‘\leftarrow\rightarrow’, is given in [BHF05], to define the handling of interrupts. The operator is applied on traces and it says that if a ‘!’ occurs in the trace on the left, then execution continues with the trace on the right; if it does not occur, then the trace on the right (presumably this is the ‘compensation trace’) is never executed. The operator is defined as follows.

**Interrupt handler.** \[ \begin{align*}
    p!<\rangle & \leftarrow\rightarrow q = pq \\
    p<\omega\rangle & \leftarrow\rightarrow q = p<\omega\rangle, \text{if } \omega \neq !
\end{align*} \]

In terms of processes, the ‘\leftarrow\rightarrow’ operator is defined as \[ P \leftarrow\rightarrow Q = \{ \ p \leftarrow\rightarrow q \mid p \in P \land q \in Q \} \]

In a sequential process, the effect of ‘\leftarrow\rightarrow’ is understood to be that the current flow of execution stops and the compensation actions (one for each successfully executed action) are executed in the reverse order. In parallel processes (or, to be more precise, in processes which have been composed in parallel using the ‘\|’
operator), the effect of an interrupt ‘!' in one process is that the ‘►’ causes the rest of the processes to disrupt their flow of control and yield to the interrupt. In other words, the whole group of parallel composed processes have to execute their compensating actions or fail (if the compensating actions are not executed successfully).

We may now proceed to describe how the compensations take place. That is to say, how the compensating CSP framework goes about performing the compensations, in the reverse order to that of the forward actions, to undo the effects of the transactions up to the point of failure. First, we describe the notion of compensable process, given in [BHF05] and then outline the cancellation semantics of such processes that is designed to allow for the rollback of a transaction.

A compensable process is understood as a process that contains forward behaviour and compensation behaviour. The compensation is to be executed to compensate for the forward action, if necessary, i.e. if some failure occurs before the transaction commits. The compensation part of a compensable process is also a trace comprising compensating actions. For each action A, the programmer is supposed to provide a compensating action, denoted by $A^\circ$, whose occurrence after A will restore the system to a state which is an acceptable approximation of the state that it had before the start of the transaction. Note that the phrase ‘an acceptable approximation of’ rather than ‘the same’ state is used here, as in some cases (e.g. when a human user is involved) some actions of a transaction cannot be really undone.

In this way, the primitive component of a long-running transaction is written as $A\div A^\circ$, where A is the forward action and $A^\circ$ is the corresponding compensating action. A process P can also be declared to have its own compensation, for example $P\div Q$, in which case the compensation Q overrides the compensations declared inside P (those that would accrue from its forward actions). The syntax for compensable processes (denoted by PP, QQ, …) is given in Figure 2.8.

![Figure 2.8 Compensable processes in compensating CSP](image)

The behaviour of a compensable process in the proposed model for transactions is captured by a pair of traces of the form $(p^{\omega}, p'^{\omega})$, where $p^{\omega}$ is a forward trace and $p'^{\omega}$ is the corresponding compensation trace. In what follows we present the semantics of compensable processes given in [BHF05].

The choice of compensable processes is the same as in standard processes.

**Choice.** $PP \sqcap QQ = PP \cup QQ$

The parallel composition of compensable processes is also as in standard processes. To the best of our understanding, this presents some issues when it comes to actually performing these compensations. As we will see, the authors attempt to alleviate such problems by appealing to a non-interleaving semantics. Remember that the parallel composition of processes in CSP is done in an interleaving manner, and hence
this also applies to compensable processes. We will have more to say about this when we present the cancellation semantics for compensating CSP in the sequel.

**Compensable parallel composition.** \((p, p') \parallel (q, q') = \{(r, r') \mid r \in (p \parallel q) \land r' \in (p' \parallel q')\}\)

In terms of compensable processes, the ‘||’ operator is defined as

\[
PP \parallel QQ = \{rr \mid rr \in (pp \parallel qq) \land pp \in PP \land qq \in QQ\}
\]

The sequential composition of compensable processes is defined so that the composition behaviour of the first process is made to happen after that of the second process. Behaviours of a compensable process PP which lead to failure, i.e. where the forward trace \(p<\omega>\) is unsuccessful remain unchanged in the sense that the compensation trace is executed but the second process does not get executed at all (neither the forward nor the compensation part).

**Compensable sequential composition.** \((p<\sqrt{\cdot}> , p') ; (q, q') = (pq, q' ; p')\)

\[
(p<\omega>, p') ; (q, q') = (p<\omega>, p'), \text{ if } \omega \neq \sqrt{\cdot}
\]

In terms of compensable processes, the ‘;’ operator is given as

\[
PP ; QQ = \{pp ; qq \mid pp \in PP \land qq \in QQ\}
\]

Now a compensable process can be defined as a construction from two standard processes as follows. In the pair \(P \div Q\), the successful forward behaviour from \(P\) is augmented with compensating behaviour from \(Q\) resulting in a compensable process. If \(P\) throws an interrupt or yields to an interrupt (i.e. fails) then the compensation part is empty.

**Compensation pair.**

\[
p<\sqrt{\cdot}> \div q = (p<\sqrt{\cdot}> , q)
\]

\[
p<\omega> \div q = (p<\omega>, p'), \text{ if } \omega \neq \sqrt{\cdot}
\]

In terms of compensable process the pair is given by

\[
P \div Q = \{(<?>, <\sqrt{\cdot}>)\} \cup \{p \div q \mid p \in P \land q \in Q\}
\]

Notice that when applied to processes the definition contains an additional behaviour, which is intended to allow a compensation pair to yield immediately with the empty compensation.

The authors in \[HF05\] also give compensable versions of the special processes introduced in compensating CSP.

**Compensable special processes.**

\[
\begin{align*}
\text{SKIPP} &= \text{SKIP} \div \text{SKIP} \\
\text{THROWW} &= \text{THROW} \div \text{SKIP} \\
\text{YIELDD} &= \text{YIELD} \div \text{SKIP}
\end{align*}
\]

The construct of transaction block is used to bring all actions necessary for compensating sequential processes in CSP under the same umbrella.

**Transaction block.**

\[
[PP] = \{pp' \mid (p<\!\!, p') \} \cup \{p<\sqrt{\cdot}> \mid (p<\sqrt{\cdot}, p') \in PP\}
\]

The concept of a transaction block involves running the compensation part of interrupted forward traces, discarding the compensation parts of the terminating forward traces and completely removing traces whose forward parts are yielding. There are certain conditions required to ensure that a transaction block \([PP]\) is
not empty. (Note that non-emptiness of PP is not sufficient to ensure non-emptiness of [PP].) The conditions given in [BHF05] declare that all processes, standard and compensable, consist of some terminating or interrupting behaviour. In other words, either ‘√’ or ‘!’ must at least be included in the corresponding traces.

The compensating Communicating Sequential Processes of [BHF05], [RiB06] introduce a cancellation semantics for compensable processes in order to examine how the effect of forward actions is cancelled by compensating actions. Central to this cancellation theory is a notion of independence between actions. The use of an independence relation is central to well-known non-interleaving models for concurrency [Shi85, Shi97, Maz88] which do not identify concurrent execution with the non-deterministic interleaving of actions. We return to the discussion on the sudden adoption of a non-interleaving semantics by compensating CSP below. First, we describe its cancellation semantics for transactions, as given in [BHF05].

Let $F$ be a set of forwards actions and $C$ be a set of compensating actions, and $F \cap C = \emptyset$. The authors define a relation $\text{cancel}$ on $F$ and $C$ so that $\text{cancel}(A, A^\circ)$ means that $A^\circ$ cancels the effect of $A$. Next, the authors define a cancellation function $C$ on traces, which removes action-compensating action pairs, like $A$ and $A^\circ$, from the traces of a compensable process. Naturally, it is desirable that the coverage of the cancellation function is increased as much as possible, i.e. it captures more pairs of actions and removes them. This is where the need for defining an independence relation arises.

**Independence.** The independence relation is never defined formally in [BHF05] so we cannot give a formal definition as we did for the other constructs used in compensating CSP. The authors declare that certain actions are independent in the sense that they can occur in either order. This, they claim, would typically be the case for compensations of parallel processes. They write $\text{independent}(A, B)$ to indicate that $A$ and $B$ may be transposed in a trace as they do not interfere with each other. Further, the authors assume that $\text{independent}$ is symmetric. It is not clear how such an assumption can be made when independent has not been defined as a relation. We return to this and other issues regarding the use of an independence relation in compensating CSP in the sequel, and after we complete the presentation of the cancellation semantics.

The cancellation function on traces is defined as follows. (Notice it makes use of the undefined independent relation described above.)

**Cancellation function.** If a trace $t$ is of the form $p<A>q<A^\circ>r$, and if $\text{cancel}(A, A^\circ)$ and for each $B \in q$ we have $\text{independent}(A^\circ, B)$ then:

$$ C(p<A>q<A^\circ>r) = C(pqr) $$

If the trace $t$ does not satisfy the above conditions then no further cancellation can be applied and hence in this case we have,

$$ C(t) = t $$

Thus, the cancellation function in compensating Communicating Sequential Processes [BHF05] is intended to remove matching pairs of action-compensating action from the resulting trace of the transaction or compensable process. Further, we have seen that a compensable process may (and typically will) have more than one trace. This may be due to the choice operator or due to the parallel composition operator which generates all possible interleavings of the actions from each process. This is precisely where the independence relation comes in. It can be used to filter out different traces that represent concurrent execution of the same actions, as done in non-interleaving approaches to concurrency.

We note that the use of an independence relation on an alphabet of actions is central to well-known non-interleaving models for concurrency [Shi85, Maz88, Shi97] – in fact, independence is used in this models to describe potential concurrency. This is not mentioned in [BHF05] but the essence of the independence relation in compensating Communicating Sequential Processes (CSP) is precisely the notion of independence used in non-interleaving models for true-concurrency. A comprehensive survey of different concurrency models can be found in [WiN95].
The set up of the cancellation semantics for transactions in compensating CSP aims at the characterisation of what the authors refer to as self-canceling compensable processes. These are processes whose behaviour is described by traces which after application of the cancellation function result in the empty trace. This means that whatever was done during the execution of the transaction has been effectively undone. We see no reason for the introduction of the new term as this seems to be precisely the purpose of defining compensation mechanism and recovery management in transaction models.

The example given in [BHF05] confirms this rationale. Consider the trace $<A,B,C, C^\circ, A^\circ, B^\circ>$ for which we have that $\text{cancel}(A, A^\circ)$ and $\text{cancel}(B, B^\circ)$ and $\text{cancel}(C, C^\circ)$ and also that $A^\circ$ and $B^\circ$ are independent. Successive applications of the cancellation function to the trace gives:

\[
\begin{align*}
C(<A,B,C, C^\circ, A^\circ, B^\circ>) &= <A,B, A^\circ, B^\circ> \quad \text{since } \text{cancel}(C, C^\circ) \\
C(<A,B, A^\circ, B^\circ>) &= <A, A^\circ> \quad \text{since } \text{independent}(A^\circ, B^\circ) \text{ and } \text{cancel}(B, B^\circ) \\
C(A, A^\circ) &= <> \quad \text{since } \text{cancel}(A, A^\circ)
\end{align*}
\]

It can be seen that this example uses the fact that because $A^\circ$ and $B^\circ$ are independent they can be transposed in the corresponding trace. Recall a trace is a sequence. However, this is not the case in mathematics. The fact that two action symbols are related by independence in the alphabet does not infer that they can be transposed in any sequence.

What the theory underlying the non-interleaving models, in which an independence relation on the alphabet of actions is central, tells us is that an independence relation on an alphabet needs to be defined as a symmetric and irreflexive binary relation. In fact, as pointed out in [Mos05] symmetry requires that concurrency is always mutual and irreflexivity prohibits an action being concurrent with itself. This relation then needs to be lifted onto sequences formed over the given alphabet, where adjacent independent actions are allowed to permute, and the resulting sequences or traces are related by ‘independence’. Then by taking the reflexive, transitive closure of this second ‘independence’ relation on traces, we get an equivalence relation on traces, which is what is used to model concurrency in non-interleaving approaches.

We will see a proper definition of an independence relation in Section 2.3, when we describe a formal approach to modelling long-running transactions in which concurrency is handled in a non-interleaving manner. This in fact draws upon established theories of vector languages [Shi79] and asynchronous transition systems [Shi85] and Mazurkiewicz traces [Maz88]. The overall idea is that independent actions which appear consecutively in a sequence of execution are concurrent.

Returning to the compensating CSP and the appeal to a non-interleaving semantics in examining the relation between forward actions and their compensations, it can be seen that the intention is to be able to recover more traces than adhering to the interleaving semantics laid out up to that point. This is only possible if there is a notion of equivalence between traces – the traces before and after cancellation must be equivalent. This is not the case with the current set up in compensating CSP.

The appeal to a non-interleaving semantics is encouraging as it would allow for a wider spectrum of traces, a wider range of long-running transactions modelled using these traces, to be compensated for. However, this must be set up properly, and there is existing literature on non-interleaving models of concurrency [Shi85, Maz88] which have been making use of the independence relation for more than 25 years. Additionally, even if the transition to a non-interleaving semantics when it comes to compensating a transaction is done properly, the benefit of starting with an interleaving semantics is not clear.

Moreover, the trace of the example given in [BHF05] and repeated in this report, cannot result in any other way following the semantics of compensable processes in compensating CSP but only as an interleaving of parallel processes. Its compensation can only be done by applying a non-interleaving
semantics. This is not pointed out in [BHF05], which is evidence that reinforces the argument of whether the interleaving semantics is the most suitable option to start with.

It can also be argued that the special processes like SKIP or THROW or YIELD are not intuitive when it comes to modelling long-running transactions. They are an important part of the proposed framework as it is important for example in CSP, and also in compensating CSP, to capture the successful termination of a process. This is the purpose of the special process SKIP used in [BHF05, RiB06], and it is even more critical to the parallel composition of processes since these synchronise on their terminating actions. However, processes in compensating CSP are used to describe long-running transactions and hence, it is difficult to see what transaction would be modelled by SKIP as all this process says is that it is a transaction that does nothing and always terminates successfully. A similar argument holds for THROW, which is a process that does nothing and always fails; difficult to imagine a business process designer thinking of transactions that do nothing and always succeed or always fail. So these are constructs that are proprietary to the specific formalism used, that of compensating CSP, and have little to do with the modelling domain itself.

On a related note, sequential and parallel execution of transactions is rather peculiar in the framework of compensating CSP. Recall that CSP [Hoa85] stands for Communicating Sequential Processes and thus the primitive constructs in this case are processes, which in turn comprise sequences of actions. Hence, the trace semantics we have seen here. This means that sequential and parallel execution of actions (but also of actions at the top level) cannot be expressed in a straightforward manner. It is defined on sequences of actions (processes) and not on actions themselves. To define concurrent actions within a transaction (something rather common in B2B scenarios) one has to consider a process that comprises a single action. This is in contrast to the overall concept of thinking of a transaction as a sequential process. What compensating CSP can do naturally is to consider the sequential and parallel composition of different sequences of actions. The main benefit of the CSP approach however, has been the fact that it can put different processes in parallel by enforcing synchronisation on their common events (communication) and interleaving all their non-common events. This is the concept of parallel composition in the Communicating Sequential Processes of [Hoa85] (hence, the name). In compensating CSP however, processes are not allowed to communicate. There is no interaction whether they are composed in parallel or sequentially. This means it does not actually build on the main benefit of the CSP formalism. All it does is to take two sequences of actions and either compose them sequentially (execution of the second sequence commences when the first has terminated successfully - SKIP) or compose them in parallel (execution of the two sequences commences together, one action at a time, from either of the processes, in a way that respects the sequencing of actions in each – interleaving).

As a result of prohibiting any communication, the compensating Communicating Sequential Processes of [BHF05, RiB06], have no provision for partial results but also, there is little evidence and little flexibility for capturing more than the dependencies due to ordering, i.e. due to data sharing between actions or sub-transactions. Note that there is no communication in either case – sequential or parallel composition – and thus there is no sharing of data or exchange of results inside of a transaction before it commits. This also raises the question of the relevance of a independence relation in the framework – all actions are independent by default: in sequence, they execute in isolation; in parallel, they are independent since there are no common actions and hence, no communication.

The only communication that is allowed is that of synchronising on terminal events of sequential processes that are composed in parallel. This however does not provide any leverage for covering partial results. Instead it prohibits the triggering of the compensating procedure in one process as soon as a failure is detected in some other process. In other words, it does not allow to enforce the abortion of one branch as soon as failure occurs in the other branch. This is not remotely satisfactory when modelling real problems which require activities within a transaction to be executed in parallel, since it may result in a situation where one processes fails relatively early in its execution and the other process (or, even worse, processes) have to complete their execution until they are ready to commit in order to be notified (via synchronisation on terminal events) that some process has failed. The situation becomes even worse when considering that these processes will have to run their compensation for the whole set of actions they executed while the
other process had already failed. It might be worth noting that this problem has been partly touched upon in the approach of [BMM05] discussed in the previous section, when the authors talk about a ‘naïve semantics’ to parallel composition (which had to be extended with a ‘forced to compensate’ notion.)

Finally, there is little evidence in the proposed compensating Communicating Sequential Processes of [BHF05], [RiB06] that a wide range of business scenarios involving long-running transactions can be faithfully modelled using sequences of actions that can be either composed in sequence (even though they already comprise a sequence themselves) or in parallel (but without communication between the parallel sequences). This set up is particularly tailored to follow the Communicating Sequential Processes of [Hoa85] but its applicability for long-running business transactions is questionable.

To paint the overall picture of this line of work, we add a final note on StAC (Structured Activity Compensation) [BCF’02], [BF04], a language in the spirit of CSP with exception handling mechanisms, developed by some of the same authors, namely Butler and Ferreira, as a tool for compensating CSP. The objective was to develop a language that, follows CSP, and considers compensations closely related to the control flow of the executed process. However, the execution of the compensations is not part of the definition of a transaction, but rather StAC has special primitives for activating the installed compensations. Consequently, compensations are not actually related to (or triggered by) the failure or success of the activities of processes, as usually expected in flow composition languages, e.g. BPEL4WS [BPE]. Moreover, as pointed out in [BMM05], there is a tight relation between data structures used by activities and the control flow of processes in StAC. This means that reasoning about processes in StAC requires low level description of activities which is in contrast with preserving the local autonomy of participating business’ platforms. Furthermore, StAC comprises a large set of operators, more than what we have seen in compensating CSP [BHF05]. The operational semantics of these operators is given in yet another intermediate language StACi [BF04], in which some usual behaviours of compensations are only achieved through a – sometimes obscure – combination of several StAC operators. Since operators in StAC can only be understood by analysing their encodings in StACi, it is difficult to reason about the interplay between compensations, nesting (if any) and parallel composition in StAC. The promise that such issues would be rectified in compensating CSP [BHF05] has been, at best, moderately achieved – the improvement concerns the reasoning about the effects of a transaction in a compositional way, and in this way extend the semantics of StAC to make it compositional, while the aforementioned issues remain to be addressed.

2.2.3 A logic-based formalisation for service-oriented interactions

In this section we are more concerned with the coordination aspects of the services underlying the execution of a long-running transaction. The previous approaches have abstracted away from the underlying service executions required to perform a transaction, and have only considered the more general notion of an action inside a transaction and an associated compensating action that can be executed to ‘undo’ its effects. These actions however involve the execution of services on local platforms in a distributed setting such as a digital ecosystem and need to be coordinated effectively and in a distributed fashion in order to maintain openness and scalability.

As already mentioned before, it is the difficulty of effective coordination that has often led researchers and practitioners to adopt centralised approaches. In what follows we give an outline of a formal approach to coordinating distributed services that has been proposed in [Sin97] for constructing multi-agent systems out of autonomous agents, but the main ideas are highly relevant in a transactional environment.

In fact, the approach described in [Sin97] builds on techniques from workflow and relaxed transaction scheduling in databases. One of its overarching concerns is to provide support to the designer who must ensure the local agents or platforms (in which services reside) interact properly and in a way that respects
the local autonomy of the participants. It takes a view of coordination as a service that takes declarative specifications of the desired interactions and translates them into ‘low-level’ events which can then be scheduled through message passing among the local agents. The low level events correspond to significant, externally visible events that feature in the interactions.

The approach to coordination of services in distributed multi-agent systems taken in [Sin97] is based on temporal logic and includes a semantics of events and their use in message passing to implement control and data flow. The primary assumption is that the designer has limited knowledge of the local platform or the local agent’s design. This knowledge is in terms of their externally visible actions, or significant events, which are significant for coordination purposes. Events in [Sin97] can be of the following four types:

- flexible, which the agent is willing to delay or omit
- inevitable, which the agent is willing to delay
- immediate, which the agent is neither willing to delay nor omit
- triggerable, which the agent is willing to perform based on external request

The significant events may be organised in a skeleton which can be represented as a finite state automaton that provides a simple model of the local agent’s interactions. Rather than being an entity that lies beneath each platform, the coordination is distributed across the significant events of each platform or agent. The interactions using significant events are formalised in [Sin97] in an event-based linear temporal logic, \( \mathcal{I} \), which is a propositional logic augmented with a \( \text{before} \) \( \circ \) temporal operator. The literals in \( \mathcal{I} \) denote event types, and can have parameters. A literal with all constant parameters denotes an event token. The \( \text{before} \) operator is formally a dual of the more familiar ‘until’ operator found in temporal logics.

Let \( \Xi \) denote all event literals (with constant or variable parameters), and let \( \Gamma \subseteq \Xi \) contain only constant literals. A dependency is an expression in \( \mathcal{I} \) and a workflow \( W \) is a set of dependencies. The syntax of \( \mathcal{I} \) is given in Figure 2.9, as found in [Sin97].

\begin{itemize}
  \item \( \Xi \subseteq \mathcal{I} \)
  \item \( I_1, I_2 \in \mathcal{I} \Rightarrow I_1 \lor I_2, \ I_1 \land I_2, \ I_1 \circ I_2 \in \mathcal{I} \)
\end{itemize}

**Figure 2.9 Syntax of coordination in [Sin97]**

The formal semantics of the syntax for coordination is based on sequences of events, or traces in process algebraic terminology as we have seen. Central to the treatment is the notion of consistent traces, denoted by \( U_I \), which are those in which an event token and its complement do not occur, and in which event tokens are not repeated. \( [[\cdot]] : I \rightarrow \varnothing ( U_I ) \) gives the denotation of each member in \( \mathcal{I} \). The specifications in \( \mathcal{I} \) select the acceptable traces – specifying \( \mathcal{I} \) means that the service may accept any trace in \( [[\cdot]] \).

Constant parameters in [Sin97] are written as \( c_i \), variables as \( v_i \) and either variety as \( p_i \). Hence, \( e[c_1 \ldots c_m] \) means that \( e \) occurs appropriately instantiated. This is stated in the first rule of the semantics in Figure 2.10. The complement of an event token \( e \) is denoted by \( \overline{e} \), the intuition is that \( \overline{e} \) is established only when it is definite that \( e \) will never occur. Complemented literals are included in \( \Xi \) and thus need no additional syntax or semantics rules. \( I(v) \) refers to an expression free in variable \( v \) while \( I(v::=c) \) refers to the expression obtained by substituting every occurrence of \( v \) by \( c \). Complemented literals are quantified by the second rule of the semantics given in Figure 2.10.
We have seen that preserving local autonomy is imperative in a digital ecosystem for business. This is a primary requirement in the logic-based approach to coordination of service interactions in [Sin97] which is one of the basic motivations for presenting this work here. In order to provide for distributed coordination, the events must take decisions based on local information. This requires determining the conditions, called guards, on the events by which decisions can be take upon their occurrence.

Guards are the weakest conditions that guarantee correctness if the associated event occurs. They are temporal expressions that say:
- which events have occurred (and which have not)
- which events have not occurred, but are expected to occur
- which events will never occur

\( T \) is the language in which guards are expressed and is expressive enough to capture the above distinctions between event occurrences (or not). It syntax is given in Figure 2.11, as found in [Sin97].

\[
1. \quad [[e[c_1...c_m]]] = \{ \tau \in U_I : e[c_1...c_m] \text{ occurs in } \tau \}
2. \quad [[I(v)] = \bigcap_{c\in C} [[I(v:=c)]]
3. \quad [[I_1 \lor I_2]] = [[I_1]] \cup [[I_2]]
4. \quad [[I_1 \land I_2]] = [[I_1]] \cap [[I_2]]
5. \quad [[I_1 \circ I_2]] = \{ \tau_1 \tau_2 \in U_I : \tau_1 \in [[I_1]] \text{ and } \tau_2 \in [[I_2]] \}
\]

Figure 2.10 Semantics of coordination in [Sin97]

In further explanation, \( \square E \) means that \( E \) will always hold, \( \Diamond E \) means that \( E \) will eventually hold (and thus \( \square E \) entails \( \Diamond E \)), and \( \neg E \) means that \( E \) does not (yet) hold. Also, \( E \lor F \) means that either \( E \) or \( F \) has occurred, \( E \land F \) means that both \( E \) and \( F \) have occurred, and \( E \circ F \) means that \( F \) has occurred preceded by \( E \) (i.e. both \( E \) and \( F \) have occurred, but \( E \) has occurred before \( F \)).

The formal semantics for \( T \) is given in terms of a trace (as for \( I \) before) and an index into that trace. The index is used to characterise progress along a given computation and that is in turn used to determine the decision on each event. It is important to note that traces here are given in terms of sequences of events and not states. In addition, the semantics definitions (see Figure 2.12) are given in terms of a pair of indices rather than a single index (and hence [Sin97] is talking about intervals).
The expression \( u \models_{i,k} E \), for \( 0 \leq i \leq k \), means that \( E \) is satisfied over the subsequence of the sequence \( u \) between \( i \) and \( k \). The expression \( u \models_k E \), for \( k \geq 0 \), states that \( E \) is satisfied on \( u \) at index \( k \) – implicitly, here \( i \) is set to 0. \( \Lambda \varnothing \) denotes the empty trace. A trace \( u \) is maximal if and only if for each event, either the event or its complement occurs in \( u \). Let \( U_f \varnothing \) denote the set of maximal traces. Finally, assume that \( \Xi \neq \varnothing \), hence, also \( \Gamma \neq \varnothing \). The formal semantics for the temporal logic language \( T \) are given in Figure 2.12, as found in [Sin97].

<table>
<thead>
<tr>
<th>Rule</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( u \models_i E ) iff ( u \models_{0,i} E )</td>
</tr>
<tr>
<td>2.</td>
<td>( u \models_{i,k} f ) iff (( \exists j : i \leq j \leq k ) and ( u_j = f )), where ( f \in \Gamma )</td>
</tr>
<tr>
<td>3.</td>
<td>( u \models_{i,k} E \lor F ) iff ( u \models_{i,k} E ) or ( u \models_{i,k} F )</td>
</tr>
<tr>
<td>4.</td>
<td>( u \models_{i,k} E \land F ) iff ( u \models_{i,k} E ) and ( u \models_{i,k} F )</td>
</tr>
<tr>
<td>5.</td>
<td>( u \models_{i,k} E \circ F ) iff (( \exists j : i \leq j \leq k ) and ( u \models_{i,j} E ) and ( u \models_{j+1,k} F ))</td>
</tr>
<tr>
<td>6.</td>
<td>( u \models_{i,k} \bot )</td>
</tr>
<tr>
<td>7.</td>
<td>( u \models_{i,k} \neg E ) iff ( u \not\models_{i,k} E )</td>
</tr>
<tr>
<td>8.</td>
<td>( u \models_{i,k} \Box E ) iff (( \forall j : k \leq j \Rightarrow u \models_{i,j} E ))</td>
</tr>
<tr>
<td>9.</td>
<td>( u \models_{i,k} \Diamond E ) iff (( \exists j : k \leq j \Rightarrow u \models_{i,j} E ))</td>
</tr>
</tbody>
</table>

Figure 2.12 Semantics of language \( T \), given in [Sin97]

The semantics rule 1, which involves just one index \( i \), invokes the semantics with the entire trace until \( i \). The second index is interpreted as the present moment in the computation. Rules 3, 4, 6 and 7 deal with the usual connectives found in temporal logic. Rules 8 and 9 involve looking into the future. Rule 2 and 5 capture the dependence of an expression on the immediate past, and this is bounded by the first index on the definition. Finally note that rule 5 introduces a non-zero first index.

For each computation the guards capture how far the specific computation ought to have progressed when the guarded event occurs, and what obligations would remain to realise that computation. To establish such reasoning, termed residuation, [Sin97] introduces an operator ‘/’, defined by \( / : I \times \Xi \mapsto I \), which is not in \( I \) or \( T \). Given a dependency \( D \) and an event \( e \), the expression \( D/e \) gives the residual or ‘what remains’ of \( D \) after \( e \) occurs. The authors then give a set of equations which can be used to calculate the residual of \( D \) when an \( e \) occurs. The equations are given in Figure 2.13, where \( D \) is a sequence expression, and \( E \) is a sequence expression or \( \bot \) (to our understanding the purpose of introducing \( \bot \) is to allow the treatment of an atom as a sequence by using that \( f = f \circ \bot \)). \( \Gamma_D \) denotes the set of actions occurring in \( D \). Also, the denotation of any sequence \( e_1 \circ \ldots \circ e_n \) in which (for \( i \neq j \)), \( e_i = e_j = e_\varnothing \) is set to the empty sequence, i.e. \( e_\varnothing \) cancels out \( e \) and such sequences are reduced to 0.
Finally, events in the logic-based framework of [Sin97] produce notifications, which are incrementally collected or assimilated by the recipients. This leads to the simplification of their guards. The authors in [Sin97] define rules for assimilating messages; these are based on a ‘÷’ operator which essentially embodies a set of ‘proof rules’ to reduce guards when an event occurs.

No implementation of the logic-based approach is described in [Sin97] although the rules for calculating the guards given in Fig. 2.13 should make this straightforward. Our interest in this approach stems from the fact it uses a logic to describe service coordination and capture temporal aspects of service execution (or not). It also considers coordination of services in a distributed manner, an aspect particularly relevant to multi-service transactions within a digital ecosystem.

### 2.3 A Formal Language for Long-running Transactions in DEs

In this section, we lay the foundations for a formal model of long-running transactions showing how the subtransactions (Local Coordinators and/or basic services) are orchestrated to achieve the goal of the transaction in question. In developing the formal model we have avoided following a specific formalism (such as CSP or CCS) so as not to be constrained from the outset by the limitations of a specific approach. In the first instance, this allows an understanding of long-running transactions that goes beyond that of Sagas [G-MS87] and we are not forced to consider a long-running transaction as a sequence of actions.

In our previous report, deliverable D3.1 of OPAALS [RMK07], we have described a distributed transaction model for the digital ecosystem paradigm, in which networked organisations are expected to engage in complex transactions involving a number of subtransactions (internal activities) which need to be coordinated locally in terms of the underlying service compositions. In other words, have opted for a open nested transaction model in which a transaction is understood to comprise a nested group of subtransactions whose actions (or service executions) do not necessarily have to be sequential, as in compensating CSP [BHF05] or the approach of [BMM05] discussed previously.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0/e = 0</td>
</tr>
<tr>
<td>2.</td>
<td>⊥/e = ⊥</td>
</tr>
<tr>
<td>3.</td>
<td>(E₁ ∧ E₂)/e = ((E₁/e) ∧ (E₂/e))</td>
</tr>
<tr>
<td>4.</td>
<td>(E₁ ∨ E₂)/e = ((E₁/e) ∨ (E₂/e))</td>
</tr>
<tr>
<td>5.</td>
<td>(e ∘ E)/e = E, if e ∉ Γ_E</td>
</tr>
<tr>
<td>6.</td>
<td>D/e = D, if e ∉ Γ_D</td>
</tr>
<tr>
<td>7.</td>
<td>(e’ ∘ E)/e = 0, if e ∈ Γ_E</td>
</tr>
<tr>
<td>8.</td>
<td>(e ∘ E)/e = 0</td>
</tr>
</tbody>
</table>

Figure 2.13 Calculating the guards in Singh’s logic-based approach
In this section we report on work in progress in providing a formal foundation for the proposed model of long-running transactions and the distributed orchestration of the underlying service compositions. Our formal semantics of long-running transactions is aimed at describing the behavioural patterns services should follow in order to guarantee successful commitment or compensation within the transaction flow manager. The proposed formal model for transactions uses ideas taken from a variety of theories for describing the behaviour of communicating systems, from Shields’ vector languages [Shi79, Shi85, Shi97] to Mazurkiewicz traces [Maz77, Maz88] to event structures [NPW81] to process algebras [Mil80, Hoa85]. It draws upon a vector language-based description of behaviour, which allows monitoring or recording a number of communicating entities at the same time (groups of subtransactions), and has most recently been applied to modelling interactions between components of a (distributed) system in [Mos05]. This theory is adopted here to underpin the local coordination required for long-running multi-service transactions in a digital ecosystem.

In our model for long-running transactions in digital ecosystems, described in detail in D3.1 [RMK07], a transaction is represented by a tree structure that allows us to exemplify the local coordination that is required for the services involved to be performed in unison in accomplishing the goal prescribed by the transaction. In fact, at the heart of our transaction model are the Local Coordinators. This is where most complexities of a transactional environment are handled such as coordination, service orchestration, keeping logs for managing dependencies and implementing a recovery mechanism, but also this is where we would expect that handling the low bandwidth or dealing with the low processing power of some nodes in the underlying P2P network, would take place.

Based on the latest work on an extended service-oriented architecture for a business environment [YPH02], [Pap03], [PTD’06], five different types of coordinators have been considered in our model for, namely a data-oriented coordinator, a sequential process-oriented coordinator, a parallel process-oriented coordinator, a sequential-alternative coordinator a parallel-alternative coordinator and a delegation coordinator. Fig. 2.14 shows a transaction tree with four basic services whose order of execution is determined by the five coordinator types employed. We have adopted the notation of [PDH’96] extended with a symbol for the data-oriented coordinator (labelled by $d_1$ in the figure).

![Figure 2.14 Transaction in a tree structure](image-url)
The scenario described in Fig. 2.14 has also been used in deliverable D3.1 [RMK07] and is rather simple, nevertheless the transaction in question is complicated enough to illustrate the key ideas of our formal approach (and allows the reader to follow on from the description of the transaction model in D3.1). In the transaction tree of Fig. 2.14, s3 and s4 for example are children of a sequential coordinator and hence the service s4 can only be executed after s3. In other words the execution of s4 is dependent on the (successful) execution of s3. This sequential dependency may be due to the order of execution (e.g. book hotel after booking the flight) or due to a data dependency between s3 and s4, i.e. s4 has to use the results released by s3. This means, as a consequence, that if s3 is aborted, then s4 must also be aborted. In deliverable D3.1 we introduced the Internal Dependency Graph (IDG) for representing such dependencies. The dependency between s3 and s4 is shown in the IDG of Fig. 2.15(i).

In a highly dynamic and purely distributed environment such as a Digital Business Ecosystem, it is often the case that a sub-transaction requires access to a data item released (possibly as a partial result) by a sub-transaction belonging to a different transaction. In other words, dependencies may exist not only within a transaction but also between transactions (which may take place on different platforms). For example, consider the case of (compensatory) subtransactions that release partial results in a conditional commit state [PDH’96].

To capture such dependencies we introduced the External Dependency Graph (EDG) in D3.1 [RMK07]. This keeps track of dependencies between (services or coordinators of) different transactions. The log structure it provides can be used in recovery routines for running a compensating procedure. Figure 2.16 shows part of the EDG for the transaction trees T1 (of Figure 2.14) and T2. In this case, the data-oriented coordinators d1 and d2 of T1 release partial results that are required by d3 of T2.
Now, if for some reason d1 (or any other subtransactions on which d1 depends, for that matter) was aborted, then d3 should also be aborted along with any sub-transactions of T2 which depend on it. Based on the log information provided by the EDG and the corresponding transaction trees, we would like to recalculate d3 based on the data items released by d2 and defer from aborting (at least part of) transaction T2.

### 2.3.1 Transaction vectors: a language-based representation

We may now start to describe long-running transactions more formally. Apart from the dependencies there is a high degree of concurrency in a transactional environment. We will find the general theory of non-interleaving representation of parallel behaviour found in [Shi97] of great use in what follows. As mentioned before, our objective is to get a thorough understanding of the behaviour the underlying service compositions needs to exhibit for successful commit or compensation of the transaction as a whole.

In our behavioural model of a transaction it suffices to use formal notation for the leaves only. The aggregation coordinators (nodes) are manifested in the structure of the resulting formal construction, and there is no need for additional notation. A transaction T, then, is associated with a set of leaves L which consists of a set of basic services S, a set of data-oriented coordinators D and a set of delegation coordinators Dlg. Hence, \( L = S \cup D \cup Dlg \). We further require that the sets S, D and Dlg are pairwise disjoint.

In this section we introduce a formal language for describing long-running transactions. The semantics is intended to describe the behaviour of a transaction in terms of its services at the deployment level, but not the low-level computations performed by the services themselves. Note that services are offered in a digital ecosystem for business from different service providers and it is important that we defer from interfering
with the local state of the service execution. The service-oriented architecture for distributed transactions reinforces our interest in all environmentally observable actions inside and outside a transaction. That means it is appropriate to consider that any action within the transaction model has no significant duration, in the sense that (i) it either occurs as a whole or not at all; (ii) it occurs either wholly before, or wholly after, or wholly in parallel with, every other action.

A transaction may thus be associated with a finite set of events or significant events [Sin97] or actions that may occur (on its subtransactions) upon activation, e.g. service invocation, initialisation, commitment, service return, release result (return), termination, abort, etc. We denote this set of actions of a transaction by \( M \).

These actions take place on the leaves and therefore it seems appropriate to say that each leaf is in turn associated with a set of actions that may occur on that leaf, depending on its nature. We denote this set by \( \mu(l), l \in L \), and require that \( \bigcup_{l \in L} \mu(l) \subseteq M \).

In any behaviour of a transaction \( T \), each subtransaction on the leaves will be activated and experience a sequence of actions formed over the corresponding set \( \mu(l), l \in L \). This means that there is a number of activation points within a transaction – essentially these are all its leaves. Following the idea that originates in Shields’ vectors [Shi79], which was subsequently extended to a more general theory of communicating systems in [Shi97], we may describe the behaviour of a transaction by assigning such sequences to each of its leaves. This results in the so-called transaction vectors defined below.

**Definition 1. (Transaction vectors.)** Let \( T \) be a transaction. We define \( V_T \) to be the set of all functions \( v: L \rightarrow M^* \) such that \( v(l) \in \mu(l)^* \). We refer to elements of \( V_T \) as transaction vectors.

By \( \mu(l)^* \) we denote the set of finite sequences over \( \mu(l) \). Mathematically, the set \( V_T \) is the Cartesian product of the sets \( \mu(l)^* \), for each \( l \). Effectively, transaction vectors are \( n \)-tuples of sequences where each coordinate corresponds to a leaf in the transaction tree (hence, \( n \) is the number of leaves) and contains a finite sequence of actions that have occurred on that leaf.

When an action occurs on a leaf of the transaction tree, that is to say when an action associated with some subtransaction takes place, it appears on a new transaction vector at the appropriate coordinate. For example, the vector

\[
(s_1, \Lambda, \Lambda)
\]

describes that portion of behaviour of the transaction in which an action \( s_1 \) (e.g. service invocation) has taken place on the corresponding service allocated to the first coordinate. The vector

\[
(s_1, s_2, \Lambda)
\]

describes that portion of behaviour in which both \( s_1 \) and \( s_2 \) have happened on the corresponding services while the vector

\[
(s_1s_3, s_2, \Lambda)
\]

describes an occurrence of \( s_1 \) and an occurrence of \( s_3 \), on the service corresponding to the first coordinate, and an occurrence of \( s_2 \) on that of the second coordinate. Nothing has happened on the service corresponding to the third coordinate.

In this sense, each transaction vector provides a snapshot of behaviour in which the transaction has executed the actions appearing on the vector’s coordinates – the vector tells us what actions have already occurred and on which part of the transaction tree.
This vector-based description of behaviour allows recording the actions of a transaction as these occur on the multiple services involved in the execution of the transaction. Readers familiar with process algebras like CSP or CCS can understand each particular coordinate of the vector description as a sequential CSP process. In this sense, the transaction vectors can be understood as the Cartesian product of sequential processes describing each leaf in a transaction tree.

It can be seen from the examples given above that there is already an ordering among actions on a particular subtransaction (e.g. \(s_1\) followed by another \(s_1\)). This vector-based behavioural description of transactions can also capture the orderings between different subtransactions, which amounts to actions appearing on different vector coordinates. This requires however a more careful consideration of the mathematical properties of such vectors which we briefly describe in the following section.

Before examining the mathematical properties of our construction so far, we introduce a specific kind of transaction vectors, which is used in our model to describe actions (events or activations) within a transaction.

**Definition 2. (Column vectors.)** Let \(T\) be a transaction and \(V_T\) its set of transaction vectors. We define

\[
\mathcal{A}_T = \{a \in V_T \setminus \{\Lambda_T\} : l \in L \Rightarrow |a(l)| \leq 1\}
\]

where \(|x|\) denotes the length of sequence \(x\). We refer to elements of \(\mathcal{A}_T\) as column vectors.

Thus, the vectors of Definition 2 are themselves transaction vectors, but have the additional constraint that each of their coordinates is either the empty sequence or a single action. For example, the vector \((s_1, \Lambda, \Lambda)\) represents the occurrence of an action \(s_1\) on the sub-transaction associated with the first coordinate.

We will use the term transaction language to refer to a subset \(V\) of all possible vectors \(V_T\) formed over a given transaction \(T\). Hence, a transaction \(T\) comes with a language \(V\), where \(V \subseteq V_T\). The idea is that the particular set of transaction vectors for a specific transaction expresses the ordering constraints necessary in the corresponding service orchestration.

### 2.3.2 Order-theoretic properties of transaction vectors

In what follows we describe the basic order-theoretic properties of transaction vectors since this is what allows us to define operations on vectors. These are important in determining the coordination of the transaction in terms of its underlying service invocations. We will see how the order structure of sets of such vectors expresses ordering constraints on actions inferred by the execution of the various subtransactions inside a long-running transaction.

In what follows we describe the basic mathematical properties of vectors. A detailed mathematical treatment of vectors can be found in [Shi97]. We have seen that transaction vectors are essentially tuples of sequences. This can be exploited in defining operations on the vectors in terms of well-known operations on sequences.

First, let us establish our notation. If \(x\) and \(z\) are sequences, we write \(x.z\) for the concatenation of \(x\) and \(z\). As is well known this operation on sequences is associative with identity \(\Lambda\), where \(\Lambda\) denotes the empty sequence. We also have a partial order on sequences given by \(x \leq z\) if and only if there exists a sequence \(y\) such that \(x.y = z\), and this partial order has a bottom element \(\Lambda\). It is also well-known that the operation \(\cdot\) is cancellative, which means that if \(x \leq z\), then the sequence \(y\) such that \(x.y = z\) is unique. We shall denote
this sequence by \( z / x \). Finally, recall that if \( x, y, z \) are sequences such that \( x, y \leq z \), then either \( x \leq y \) or \( y \leq x \).

We may now lift these well-known operations on sequences onto transaction vectors. This is done formally in the following definition.

**Definition 3. (Operations on vectors.)** For \( u, v \in V_T \), we define

- \( u \cdot v \) to be the unique vector \( w \) such that \( w(l) = u(l) \cdot v(l) \), for each \( l \in L \) (concatenation)

- \( u \leq v \) iff \( u(l) \leq v(l) \), for each \( l \in L \) (prefix ordering)

- \( glb(u, v) \) to be the vector \( w \) such that \( w(l) = \min(u(l), v(l)) \), for each \( l \in L \)

- \( lub(u, v) \) (if it exists) to be the vector \( w \) such that \( w(l) = \max(u(l), v(l)) \), for each \( l \in L \)

- if \( u \leq v \), then we define \( v / u \) to be the unique \( z \in V_T \) such that \( u \cdot z = v \) (right-cancellation)

Thus, the operation of concatenation on vectors is defined in terms of the concatenation of sequences appearing on their respective coordinates. For example,

\[
(s_1, s_2, s_3, \Lambda, \Lambda, \Lambda, \Lambda) = (s_1, s_2, s_3, \Lambda, \Lambda)
\]

Transaction vectors can be seen to be built up from the empty vector \( \Lambda_T \) by a series of concatenations with column vectors (Definition 2) that represent actions. In fact, in describing the behaviour of a transaction we are interested only in those vectors describing (orderings of) actions that we expect the transaction to engage in during the course of its execution. This is the subset of all possible transaction vectors, over a given \( T \), we referred to as transaction language.

For example, consider a transaction with three leaves (basic services) in which a service \( s_1 \) is intended to execute first, then a service \( s_2 \) (which uses results of \( s_1 \), and is thus dependent on \( s_1 \)) and after that execution continues with another service \( s_3 \). This kind of (sequential) behaviour can be modelled by a series of concatenations. We assume the actions are labelled by the service name here, so we have actions \( a_1 = (s_1, \Lambda, \Lambda) \) for service invocation \( s_1 \), \( a_2 = (\Lambda, s_2, \Lambda) \) for service invocation \( s_2 \), and \( a_3 = (\Lambda, \Lambda, s_3) \) for service invocation \( s_3 \).

Initially nothing has happened. This is described by the empty vector \( \Lambda_T = (\Lambda, \Lambda, \Lambda) \).

Then, \( s_1 \) occurs. This is described in a vector \( v \) which is obtained by concatenating \( \Lambda_T \) with the column vector representing the action \( s_1 \). Hence, we have

\[
\Lambda_T \cdot a_1 = (\Lambda, \Lambda, \Lambda) \cdot (s_1, \Lambda, \Lambda) = (s_1, \Lambda, \Lambda) = v
\]

Then, \( s_2 \) occurs. This is described in a vector \( u \) which is obtained by concatenating \( v \) (the latest behaviour we have) with the column vector representing the corresponding action \( s_2 \), here \( a_2 \). Hence, we have

\[
v \cdot a_2 = (s_1, \Lambda, \Lambda) \cdot (\Lambda, s_2, \Lambda) = (s_1, s_2, \Lambda) = u
\]

Then, \( s_3 \) occurs. This is described in yet another vector \( w \) which is obtained by concatenating \( u \) (the latest behaviour we have) with the column vector representing the corresponding action \( s_3 \), here \( a_3 \). Hence, we have
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\[ u \downarrow_3 = (s_1, s_2, \Lambda). (\Lambda, \Lambda, s_3) = (s_1, s_2, s_3) = w \]

In Section 2.3.3 we shall impose conditions on transaction languages that ensure they comprise transaction vectors which are obtained in this way, and the coordination of the underlying services it determines corresponds to intended behaviour of the transaction only.

The ordering amongst vectors is defined in terms of the usual prefix ordering operation on sequences appearing on their coordinates. For example,

\[(s_1, s_2, \Lambda) \leq (s_1, s_3, s_2, \Lambda) \text{ since } s_1 \leq s_1, s_3 \text{ and } s_2 \leq s_2 \text{ and } \Lambda \leq \Lambda\]

In other words, the vector \( v \) ‘wins’ on the first coordinate (since it has a sequence of greater length in this coordinate) while the two vectors draw on all other coordinates. It is not hard to see that some vectors will be incomparable. For example,

\[(s_1, s_3, s_2, \Lambda) \text{ and } (s_1, s_2, s_2, \Lambda)\]

or

\[(s_1, \Lambda, \Lambda) \text{ and } (\Lambda, s_2, \Lambda)\]

It turns out that such vectors describe either parallel or alternative behaviours of the transaction in question, and this will be further discussed in Section 2.3.4.

It is important to note that these two fundamental operations, concatenation and prefix-ordering, on transaction vectors are performed coordinate-wise in our model and this simplifies the mathematics of it and allows for relatively straightforward proofs.

The operations \( glb() \) and \( lub() \) of Definition 3 give the greatest lower bound and the least upper bound, respectively of \( u, v \in V_T \), in the usual sense of lattices and domain theory [DaP90]. For example, for vectors \( v = (s_1, s_2, \Lambda) \) and \( u = (s_1, s_2, s_3) \) the \( glb(u, v) \) is computed as follows,

\[ glb(u, v) = \text{glb}( (s_1, s_2, \Lambda), (s_1, s_2, s_3) ) = (s_1, \Lambda, \Lambda) \]

since

\[ \min(u(1), v(1)) = s_1 \]
\[ \min(u(2), v(2)) = \Lambda \]
\[ \min(u(3), v(3)) = \Lambda \]

Similarly, their least upper bound \( lub(u, v) \) is computed as follows,

\[ lub(u, v) = \text{lub}( (s_1, s_2, \Lambda), (s_1, s_2, s_3) ) = (s_1, s_2, s_3) \]

since

\[ \max(u(1), v(1)) = s_1 \]
\[ \max(u(2), v(2)) = s_2 \]
\[ \max(u(3), v(3)) = s_3 \]

These operations are central to the treatment of concurrency in our approach and also have an important role to play in defining the properties that ensure the well-formedness of the behavioural description, as will be discussed in Section 2.3.3.
The right cancellation operator ‘/’ says that if \( u \) is a transaction vector describing an initial part of the behaviour described by \( v \) so that \( u \leq v \), then \( v / u \) is the ‘continuation’ of \( u \) that extends it to \( v \). This operation is central to the treatment of compensations in our approach. It is also particularly useful, together with the ordering ‘<’ (cf Definition 6), in deriving a transition relation that allows to associate the vector-based description of behaviour with automata and asynchronous transition systems [Shi85], in giving a state-based description of the interactions involved [MSK05].

It can be shown (by an adaptation of the proof found in [Mos05], which is in turn based on that originally perceived in [Shi97]) that a set of transaction vectors equipped with the operations of concatenation and prefix ordering of Definition 3 forms a monoid1 and a partial order. \( \Lambda_T \) is used to denote the empty vector which has the empty sequence on each of its coordinates.

**Proposition 1.** A set of transaction vectors \( V_T \) is
1. a monoid under ‘.’ and identity \( \Lambda_T \)
2. a partial order under \( \leq \) and bottom element \( \Lambda_T \)

**Proof.**

For (1), it suffices to show that \( V_T \) is closed under ‘.’ and that ‘.’ is associative. We argue coordinate-wise. Let \( u, v \in V_T \) and \( l \in L_T \). Since \( u(l), v(l) \in \mu(l)^* \) we have that \( (uv)(l) \in \mu(l)^* \). Hence, \( u, v \in V_T \), proving that \( V_T \) is closed under ‘.’. Now, for associativity, if \( u, v, w \in V_T \), then for each \( l \in L_T \) we have

\[
(u(vw))(l) = (uv)(l)w(l) = (u(v))(lw(l)) = ((uv)w)(l)
\]

Since \( (uvw)(l) = ((uv)w)(l) \), for all \( l \in L_T \), we have that \( u(vw) = (uv)w \), so ‘.’ is associative.

For (2), we need to show that ‘\( \leq \)’ is reflexive, antisymmetric and transitive. Again, we argue coordinate-wise. Let \( u, v, w \in V_T \). Since \( u(l) \leq u(l) \), for all \( l \in L_T \), we have that \( u \leq u \), giving reflexivity. If \( u \leq v \) and also \( v \leq u \), then \( u(l) \leq v(l) \), for all \( l \in L_T \), and \( v(l) \leq u(l) \), for all \( l \in L_T \), so we deduce that \( u(l) = v(l) \), for all \( l \in L_T \), which implies that \( u = v \), proving antisymmetry. Finally, if \( u \leq v \) and \( v \leq w \), then \( u(l) \leq v(l) \), for all \( l \in L_T \), and \( v(l) \leq w(l) \), for all \( l \in L_T \), so \( u(l) \leq w(l) \), for all \( l \in L_T \), which in turn implies that \( u \leq v \), proving transitivity. \( \square \)

We note that a transaction language \( V \subseteq V_T \) is not a monoid in general.

The incomparable vectors in the partial order \((V_T, \leq)\) allow to introduce a notion of independence between transaction vectors, which is central to expressing true-concurrency within our model. This builds on earlier work on describing parallel behaviour in Shields’ *behaviour vectors* [Shi97] where the notion of independence found in Mazurkiewicz traces [Maz88] is lifted onto vectors. This development is the topic of Section 2.3.5 where we are concerned with modelling concurrent actions of a long-running transaction.

### 2.3.3 Well-formedness of the behavioural description of a transaction

In describing the behaviour of a transaction we are interested in the actions (activations) on its sub-transactions. These are captured in our model using column vectors (Definition 2). Thus, instead of considering all possible transaction vectors we would like to be concerned with those obtained by concatenations with column vectors only. This gives us the behaviour of the transaction in terms of

---

1 Recall that a monoid is a semi-group with identity.
activations or actions of its sub-transactions and can be used to enforce the coordination of the underlying services.

We have seen that transaction vectors are obtained by coordinate-wise concatenation (Definition 3), for example

$$(x_1, x_2, x_3, y_1, y_2, y_3) = (x_1, y_1, x_2, y_2, x_1, y_3)$$

In such a behavioural description of a transaction, transaction vectors can be seen to be built up from the empty vector by a series of concatenations with the column vectors [Mos05], each of whose coordinates is either empty or contains a single event/action.

For example, the column vector $$(s_1, \Lambda, \Lambda)$$ represents the activation of the leaf corresponding to the first coordinate. If $s_1$ is intended to occur only after both $s_3$ and $s_4$ have, then this is described in the transaction vector $$(s_1, s_3, s_4)$$ which is obtained as

$$(\Lambda, s_3, s_4) = (s_1, \Lambda, \Lambda)$$

The study of vector languages in [Shi97, ShM04] shows that in order to ensure that vectors associated with a transaction are the result of concatenations with column vectors only, the set of transaction vectors must satisfy certain properties, namely discreteness and local left-closure. We introduce these properties next.

In describing the behaviour of a transaction in terms of the coordination of its subtransactions, we want to capture the fact that a system’s computations always have a starting point, and ensure that only a finite number of events may occur within finite time. This turns out to be the case if whenever two vectors describe an earlier part of behaviour than a third, also in the set, then their least upper and greatest lower bounds are also in the set. This is formally put in the following definition.

**Definition 4. (Discreteness.)** Let $V \subseteq V_T$, then $V$ is **discrete** if and only if, $\Lambda_T \in V$ and whenever $u, v, w \in V$ such that $u, v \leq w$ then

(i) $\nu u \in V$

(ii) $\nu v \in V$

Note that $\nu u \in V$ is understood as asserting that $\nu u$ is defined, i.e. the least upper bound of $u$ exists. This property builds on the notion of consistently complete subsets, as discussed in [Shi97], and further requires that the least upper and greatest lower bounds belong to the set.

It can be seen that discreteness imposes a finiteness constraint in the sense that it excludes infinite ascending or descending chains of actions with respect to time ordering. It ensures that situations like those resulting in Zeno-type paradoxes will never arise. The famous Zeno paradoxes, in which the philosopher seeks to demonstrate the impossibility of motion, are examples of a non-discrete representation of system behaviour².

Consider a transaction $T$ which involves the execution of two basic services, and let

$$V_T = \{(\Lambda, \Lambda), (s_1s_1, \Lambda), (\Lambda, s_2s_2), (s_1s_1, s_2s_2)\}$$

² Zeno’s paradox with arrow and that involving Achilles and the tortoise are discussed in view of computer science in [Shi97]. The conclusion drawn from Zeno’s arguments in this case is not that motion is impossible, but that the behavioural description used is not discrete.
We observe that $V_T$ is discrete (by checking against Definition 4). Indeed, $V_T$ is a lattice in which greatest lower bounds are computed coordinate-wise. However, the corresponding transaction language has the counter-intuitive property that although four actions have occurred, there are only two elements, namely $(s_1; s_1, \Lambda)$ and $(\Lambda, s_2 s_2)$ to represent that portion of behaviour. The two vectors represent the second of the two actions only, at each service. We would like to eliminate such situations.

In order to obtain a precise description of discrete behaviour, we further require that every occurrence of an action (e.g. service invocation, partial result, commitment) is recorded in the set of vectors associated with the transaction. This guarantees that any earlier part of behaviour is itself a behaviour and motivates the following definition.

**Definition 5. (Local left-closure.)** Let $V \subseteq V_T$, $l \in L$ and $x \in \beta(l)^\ast$. Then, $V$ is locally left-closed if and only if, whenever $v \in V$ and $\Lambda < x \leq y(l)$, then there exists $u \in V$ such that $u \leq v$ and $u(l) = x$.

The above definition says that whenever there is a sequence of actions on some sub-transaction (or Local Coordinator) which is less or equal than some other sequence appearing in some transaction vector in $V$, then there is some other vector in $V$ which describes an earlier part of behaviour and has that sequence on the corresponding coordinate. In fact, ‘local’ comes from the fact the property is considered at the vector coordinate level and thus applies to individual subtransactions or Local Coordinators and ‘left-closure’ reflects the fact that earlier parts of a given behaviour are themselves behaviours.

To establish some terminology for the sequel, we say that the set of vectors $V \subseteq V_T$ associated with a transaction $T$ is normal if and only if it is locally left-closed and discrete. This reflects the fact that the guarantees that accrue from these properties are embedded in the behaviour of the corresponding transaction.

Effectively, the local left-closure property is intended to resolve ambiguities that may arise from not having enough vectors in the transaction language to describe the course of the behaviour in question; not the start or the end, but the 'gaps' in between, as demonstrated in the example given prior to Definition 5. This requires that every occurrence of an event is 'recorded' in the language of the transaction. This implies the presence of a distinct prime element in $V$ for each occurrence of an action, and on each appropriate leaf of the transaction tree.

Primes play a central role in the more general theory of parallelism [Shi97] and in particular with respect to associating vector languages with behavioural presentations [Shi88] which are order-theoretic objects used to determine the temporal relation between occurrences of actions. For the purposes of the present report, and the adaptation of this theory in deriving a formal model for long-running transactions, it suffices to understand that, in this context, the notion of prime refers to transaction vectors which have a unique other vector immediately beneath them. Such an ordering among vectors in a transaction language $V$ is based on the relation '$\preceq$' which we define next.

**Definition 6 (Cover.)** Suppose that $u, v \in V \subseteq V_T$. We shall say that $v$ covers $u$ in $V$, and we shall write $u \preceq_V v$, if

1. $u \leq v$ and $u \neq v$
2. If $z \in V$ such that $u \leq z \leq v$, then $z = u \lor z = v$

We will omit subscript $V$’s when the language is clear from context.

Intuitively, the covers relation '$\preceq$' provides an ordering among elements of $V$, in which one is 'immediately beneath' the other, allowing no other vector in $V$ to exist in between them.
The set $\text{Pre}_V(v)$, defined for $v \in V$, is used to denote all vectors that are related to $v$ by ‘$<$’ in $V$, or more simply the set of predecessors of the vector $v$. Hence,

$$\text{Pre}_V(v) = \{ u \in V | u <_V v \}$$

A technical lemma shows that if $u$ is an earlier part of $v$, but not a predecessor of $v$, then there is some predecessor of $v$ that is larger than $u$.

**Lemma 1.** Suppose that $u, v \in V$ such that $u \leq v$ and $u \not< v$, then there exists $w \in \text{Pre}_V(v)$ such that $u \leq w$.

**Proof.**

Since the number of leaves in a transaction tree is finite, the set $\{ z \in V | u \leq z \leq v \}$ is finite. It is also non-empty since it contains $u$. Thus, it has a maximal element. Let $w$ be the maximal element of this set, then $w \in \text{Pre}_V(v)$. □

The following result relates the ‘$<$’ relation with the right-cancellation operator ‘$/$’ of Definition 3 and is based on an analogous result found in [ShM04] (Proposition 5.2 in [ShM04]).

**Proposition 2.** Suppose that $u, v \in V \subseteq V_T$ and $V$ is normal. If $u < v$, then $v / u \in A_T$.

**Proof.**

Since $u < v$, we have that $v / u \neq \Lambda_T$. we want to show that $v / u \in A_T$. If $v / u \not\in A_T$, then for some $l \in L$, $v(l) = g(l).w_1.w_2$, where $w_1, w_2 \in > \Lambda$. By local left-closure, (and take $g(l).w_1.w_2$ as $x$) there exists $w \in V$ such that $w \leq v$ and $w(l) = g(l).w_1$.

Let $z = \text{lub}(u, w)$. Since $V$ is discrete we have $z \in V$, and also $u \leq z$. But now $g(l) < g(l).w_1 = w(l) = z(l)$ and hence, $u \leq z$. Also, $z(l) = w(l) = g(l).w_1$ and hence, $z \leq v$. This implies that $u < z < v$, which is a contradiction to $u < v$. □

This important result establishes that what takes a transaction vector and extends it to its successor is a column vector, representing an action of the transaction. This means that vectors in a normal transaction language are built by a series of concatenations with column vectors – in other words, the behavioural description is constructed by considering slices of behaviours that arise through the occurrence of actions as determined by the subtransactions of a transaction.

To anticipate further, these results will be useful in the development concerning the $t$-decompositions in our mathematical framework, which are central to the handling of compensations in our approach. This is the topic of Section 2.3.7 and 2.3.8.

In fact, discreteness and local left-closure ensure the well-formedness of the behavioural description of a transaction in our model. The idea is that in checking against these properties we may determine whether the transaction will exhibit the desired behaviour when executed or on the contrary, other non-desirable scenarios of execution are still possible. This draws upon previous work on vector languages and UML sequence diagrams in [Mos05].

### 2.3.4 Sequential actions

The prefix ordering (Definition 3) among transaction vectors can be viewed as an ordering on partial executions, where each vector corresponds to that portion of behaviour in which the transaction has already engaged in the actions appearing on its coordinates.
This can be expressed more succinctly by saying that $u \leq v$ in a transaction language means that $u$ is an earlier part of behaviour leading to $v$.

If in addition the transaction language is normal, i.e. discrete and locally left-closed, then we can say more than that. In particular, we have seen (Proposition 2) that whenever $v$ covers $u$ in a normal transaction language, then what takes $u$ and 'stretches it up' to $v$ is a column vector representing the occurrence of an action (in fact, the model can express the occurrence of a simultaneity class of actions, based on [Shi97], but we have abstained from going this far for the moment). This allows us to model dependent actions. That is, occurrence of one action depends on the previous occurrence of the other. Recall the example in Section 2.3.1 where service $s_3$ feeds service $s_4$. It is in this sense that we talk about actions occurring in sequence (one after the other).

Suppose that during a long-running transaction a series of actions have already been executed and the resulting behaviour (up to that point) is described by a transaction vector $u = (a_1, \Lambda, c_1, \Lambda)$. Then, occurrence of $a_1 = (\Lambda, b_1, \Lambda, \Lambda)$ followed by occurrence of $a_2 = (a_2, \Lambda, \Lambda, d_1)$ can be modelled by

- first, concatenating vector $u$ with $a_1$ and
- then concatenating the resulting vector $v$ with $a_2$

In terms of our mathematical framework this amounts to operations $u \cdot a_1 = v$ and then $v \cdot a_2 = w$.

Considering the Hasse diagram for the order structure of the corresponding transaction language $V$, where lines between vectors denote an ordering relation in which the topmost vector is greater than the lower one, this would result in the portion of the diagram shown in Figure 2.16.

```
    .
    .
(a1a2, b1, c1, \Lambda)
    |
(a1, b1, c1, \Lambda)
    |
(a1, \Lambda, c1, \Lambda)
```

Figure 2.16 An action $b_1$ followed by $a_2$

It is important to make the observation that the actual ordering between actions appearing in different coordinates of a transaction vector is determined by context - by what other vectors are included in the language. In other words, the relationship between transaction vectors and associated order theoretic structures is very much dependent on what other vectors are in the set $V$ (unlike the behaviour vectors in [Shi79], [Shi97] where this relationship is independent of context).

For instance, in transaction vector $v = (a_1, b_1, c_1, \Lambda)$ we may immediately derive that the action $a_1$ has happened on the leaf corresponding to the first coordinate, action $b_1$ has happened on the leaf corresponding to the second coordinate and action $c_1$ has happened on the leaf corresponding to the third. To determine the relationship between these actions however, we need the rest of the language.

The following discussion illustrates this by means a small example.
Assume that \( V \) is given by the set
\[
V = \{ (\Lambda, \Lambda, \Lambda, \Lambda), (a1, \Lambda, c1, \Lambda), (a1, b1, c1, \Lambda), (a1a2, b1, c1, d1) \}
\]

Notice that adding in \((\Lambda, \Lambda, \Lambda, \Lambda)\) is essential, and in this case is also sufficient for making \( V \) discrete and locally left-closed. Now the presence of \( u = (a1, \Lambda, c1, \Lambda) \) for which we have \( u < v \), tells us that action \( b1 \) on the subtransaction corresponding to the second coordinate occurs only after both actions \( a1 \) and \( c1 \) have taken place.

Now suppose that the intended behaviour of the transaction prescribed that \( a1 \) must occur before \( c1 \). This is captured in the corresponding transaction language by adding in the vector \((a1, \Lambda, \Lambda, \Lambda)\). In the resulting language
\[
V = \{ (\Lambda, \Lambda, \Lambda, \Lambda), (a1, \Lambda, \Lambda, \Lambda), (a1, \Lambda, c1, \Lambda), (a1, b1, c1, \Lambda), (a1a2, b1, c1, d1) \}
\]
which continues to be normal. The presence of \( w = (a1, \Lambda, \Lambda, \Lambda) \) for which \( w < u \) dictates that \( a1 \) on the first coordinate occurs strictly before \( c1 \) does on the service corresponding to the third coordinate.

2.3.5 Concurrent actions

Our approach towards modelling concurrent actions, actions that can happen in parallel, draws upon the concepts in Shields' vector languages [Shi79, Shi97] and Mazurkiewicz trace languages [Maz77, Maz88] where the ordering of concurrent events is considered subjective and thus is not distinguished, in contrast to CSP trace theory where it is assumed that observations are sequential in nature leading to the interpretation that concurrent events occur in either order.

For systems that exhibit concurrency, different external observers may disagree on the ordering of concurrent events. This may be seen more clearly in Einstein's famous thought-experiment\(^3\) involving two trains travelling at constant speed in opposite directions along a pair of parallel tracks. Observers O1 and O2 are sitting in the middle of each train. A third observer O3 is sitting on the embankment. At a given moment, the two observers on the trains are on a line at right angles to the third observer. At that moment, two bolts of lightning strike on either end of the first train in such a way that O3 sees them strike at exactly the same time. Observer O1 travelling towards the light coming from the strike on the front end of the train he is on, sees that light before he sees the light of the strike on the rear end of the train. Observer O2 travelling towards the light coming from the strike on the rear end, sees that light before she sees the light coming from the strike on the front end.

Now from the point of view of observer O1 there are three distinct behaviours of the "system". One is when nothing has happened yet, another when he has seen the lightning bolt from the front end of the train, and another when he has seen both lightning bolts. Likewise, observer O2 has seen a behaviour in which nothing has happened yet, a behaviour where she has seen the lightning strike on the rear end and a behaviour where she has seen both lightning bolts. From the point of view of observer O3 there are only two distinct behaviours. One is when nothing has happened yet and the other is when both have. Thus, all four distinct behaviours can be observed for the same system; nothing has happened, one event has happened, the other event has happened, and both events have happened.

\(^3\) This thought-experiment was given by A. Einstein to demonstrate the non-objectivity of contemporaneity in relativistic mechanics. It has been considered in view of concurrency in [Shi97] and our description of the experiment here is based on that.
The point to be made here is that observations on systems exhibiting concurrency largely depend on the relative position of the observer or the actual timing of execution. Such differences are non-objective and do not allow to infer the actual ordering between the events. On this basis, any particular ordering between concurrent events is irrelevant. On the contrary, the ordering between causally related events is objective (independent of the observer) and should be distinguished.

Returning to the treatment of concurrency within our formal model of transactions, this takes up on Mazurkiewicz traces [Maz77], [Maz88], which introduce additional structure into formal languages in order to describe non-sequential behaviour. The additional structure is given in terms of an independence relation over action symbols, which describes potential concurrency.

**Definition 7. (Concurrent alphabet)** Let \( A \) denote a (finite) set. A concurrent alphabet is an ordered pair \( (A, \iota) \) where the binary relation \( \iota \subseteq A \times A \) satisfies

- \( a \iota b \Rightarrow b \iota a \) (symmetry)
- \( a \iota b \Rightarrow a \neq b \) (irreflexivity)

This definition gives an independence relation on action symbols from a set (alphabet) \( A \). Symmetry requires that concurrency is always mutual while irreflexivity prohibits considering an action being concurrent with itself.

Transaction vectors are essentially tuples of sequences, as discussed before. Thus, we find it useful to consider the extension of the relation \( \iota \) to sequences, based on [Maz77].

Given a concurrent alphabet \( (A, \iota) \), a relation \( \equiv^{(1)}_{\iota} \) can be defined on the set of all sequences over \( A \), denoted by \( A^* \), by

\[
    x \equiv^{(1)}_{\iota} y \Rightarrow \exists u, v \in A^*, \exists a, b \in A \text{ such that } a \iota b \land x = uabv \land y = ubav
\]

Let \( \equiv^*_{\iota} \) be the reflexive, transitive closure of \( \equiv^{(1)}_{\iota} \). By definition, \( \equiv^*_{\iota} \) is an equivalence relation\(^4\) on \( A^* \). The set of all sequences in \( A^* \) that are related by \( \equiv^*_{\iota} \) to a sequence \( x \in A^* \) is called the equivalence class of \( x \). We denote the equivalence class of a sequence \( x \in A^* \) by \( <x>_{\iota} \). The set of equivalence classes of \( A \) with independence relation \( \iota \) is denoted by \( A^*_{\iota} = \{<x>_{\iota} \mid x \in A^*\} \). Any subset \( L \) of \( A^*_{\iota} \) is called a Mazurkiewicz trace language.

Therefore, the independence relation \( \iota \) defined on the set \( A \) gives rise to an equivalence relation \( \equiv^*_{\iota} \) on sequences formed over \( A \). We make use of this construction in terms of sequences formed over the sets of actions \( \mu(l) \), for each \( l \in L \), associated with a transaction. It might be instructive at this point to revisit the definition of an independence relation given in compensating CSP [BHF05] discussed in Section 2.2.2.

Intuitively, the equivalence relation on sequences of actions equates all, and only those, sequences which differ in the order of adjacent independent actions. Such actions take place concurrently and the fact their ordering is irrelevant is reflected in the corresponding equivalent sequences. In terms of our notation it is appropriate to say that the independence relation on the set of actions \( A \) of a transaction equates all, and only those, sequences over \( \mu(l) \), for each \( l \in L \), which differ in the order of adjacent and independent actions. Note that when the independence relation is empty in the sets \( \mu(l) \), for each \( l \in L \), no actions can be concurrent in the corresponding sequences \( \mu(l)^* \), for each \( l \in L \), which amounts to our understanding of sequential systems (e.g. as described by processes in CSP [Hoa85] and its extension with compensations in [BHF05]).

---

\(^4\) Recall that an equivalence relation on a set is a binary relation that is symmetric, reflexive and transitive.
Drawing upon the extension of the independence relation \( \iota \) to \textit{behaviour vectors} in [Shi97], the notion of independence between actions in \textit{Mazurkiewicz traces} can be readily interpreted into transaction vectors in our approach.

**Definition 8. (Independence)** For \( u, v \in V \subseteq V_T \), we define

\[
    u \text{ ind } v \iff \forall l \in L : u(l) > \Lambda \Rightarrow v(l) = \Lambda
\]

The definition says that two transaction vectors are independent if the behaviours they describe concern distinct services (correspond to activation on different leaves of the corresponding transaction tree). This means that the behaviours described by \( u \) and \( v \) may occur independently.

In the case of column vectors (recall Definition 2), independence captures the fact that actions appearing in one vector may occur independently of those appearing in the other. If in addition the vectors representing these actions are adjacent in an expression (of the series of concatenations that went into forming the corresponding transaction vectors), then the actions are concurrent. Thus, whenever two actions are independent and are both enabled (can both occur at some point, after some behaviour) then, their corresponding column vectors commute, i.e. \( a_1.a_2 = a_2.a_1 \), and in the resulting behaviour the two actions are concurrent. In fact, \((A, \text{ind})\) is a concurrent alphabet, in the sense of Definition 7.

For example, suppose that a transaction with 3 leaves has experienced a fragment of behaviour described by \( u = (s_1, \Lambda, \Lambda) \) and after that may engage in \( a_1 \) and \( a_2 \) concurrently, where \( a_1 = (\Lambda, s_2, \Lambda) \) represents an invocation of service \( s_2 \) and \( a_2 = (\Lambda, \Lambda, s_3) \) represents an invocation of service \( s_3 \).

We make the observation that \( a_1 \text{ ind } a_2 \) (by Definition 8) and consequently,

\[
    a_1.a_2 = (\Lambda, s_2, \Lambda).(\Lambda, s_2, s_3) = (\Lambda, s_2, s_3) = (\Lambda, s_2, s_3).(\Lambda, s_2, \Lambda) = a_2.a_1
\]

Thus, we have \( u.a_1.a_2 = w = u.a_2.a_1 \).

Indeed,

\[
    u.a_1 = (s_1, \Lambda, \Lambda).(\Lambda, s_2, \Lambda) = (s_1, s_2, \Lambda) = v_1
\]

and

\[
    v_1.a_2 = (s_1, s_2, \Lambda).(\Lambda, \Lambda, s_3) = (s_1, s_2, s_3) = w
\]

We also have that

\[
    u.a_2 = (s_1, \Lambda, \Lambda).(\Lambda, \Lambda, s_3) = (s_1, \Lambda, s_3) = v_2
\]

and

\[
    v_2.a_1 = (s_1, \Lambda, s_3).(\Lambda, s_2, \Lambda) = (s_1, s_2, s_3) = w
\]

In the resulting behaviour \( w \) the actions \( s_1 \) and \( s_3 \) are concurrent. The situation is depicted in the familiar diamond (or lozenge) appearing in Figure 2.17.
Note that if the actions were not concurrent, then we would have the lower part of the diamond shape in the diagram but not the upper half. The upper half is obtained only when the column vectors corresponding to the actions in question commute (that is to say, equivalently, that they are independent) and represent actions that are both enabled after some given behaviour. Both these requirements have to be met for the actions to be concurrent. This is then reflected in the order structure of the corresponding transaction language by the presence of the vector forming the upper half of the diamond. This vector is the resulting common behaviour, after the concurrent actions have taken place. If either of these two requirements is violated, then the transaction would never exhibit the common behaviour described by $w$. The point to be made here is that independence alone does not guarantee concurrency. (The case of non-independence is more obvious.)

As depicted in Figure 2.17, the transaction as a whole experiences both actions (on each appropriate leaf) and the ordering is irrelevant. The corresponding concatenations result in a unique transaction vector (sitting on the top of the diamond) in which both actions have occurred in no particular order. The incomparable transaction vectors in the middle of the diamond (i.e. $v_1, v_2$) represent behaviour arising during concurrent execution. These two vectors are bounded above by the vector in which both concurrent actions appear (i.e. $w$).

In terms of the order theoretic properties of transaction vectors discussed in Section 2.3.2, this vector $w$ is the least upper bound of the incomparable vectors. In the example of Figure 2.17, we have

$$lub(v_1, v_2) = lub((s1, s2, \Lambda), (s1, \Lambda, s3)) = (s1, s2, s3) = w$$

Their greatest lower bound (sitting at the bottom of the diamond) is the vector in which none of the concurrent actions have occurred but are both available. In our example, we have

$$glb(v_1, v_2) = glb((s1, s2, \Lambda), (s1, \Lambda, s3)) = (s1, \Lambda, \Lambda) = u$$
We note that this non-interleaving representation of concurrent behaviour manifests itself in the structure of the automata associated with this kind of vector languages, described in [ShM04], [MSK05], which build on the seminal work on asynchronous transition systems (ATS) [Shi85].

The fundamental difference in expressing concurrency should now be apparent. By departing from classic CSP concurrency, we are able to consider concurrency within a long-running transaction, and without the need to consider sequences of actions within a transaction as in compensating CSP [BHF05]. In CSP, and related process algebras, concurrency arises through composition. Here we have not yet been concerned with composing sequences from subtransactions of different transactions, though this may also produce concurrency. We are simply describing the case that subtransactions of the same transaction engage in concurrent actions, a phenomenon common in most B2B scenarios for example. The notion of composition within this vector language – based behavioural description has been described in [MoS04].

In what follows, we again discuss concurrent actions in connection to the context of the corresponding transaction language. Consider the transaction language

\[ V = \{ (\Lambda, \Lambda, \Lambda), (s_1, \Lambda, \Lambda), (s_1, s_2, \Lambda), (s_1, \Lambda, s_3), (s_1, s_2, s_3) \} \]

It can be easily checked that \( V \) is discrete and locally left-closed. Its order structure is (in part) depicted in Figure 2.17. We have that \( u \prec v_1 \) and \( u \prec v_1 \). Also, we have \( v_1 \prec w \) and \( v_2 \prec w \). We have seen that the actions \( s_2 \) on the second leaf and \( s_3 \) on the third are concurrent.

Now consider the transaction language,

\[ V = \{ (\Lambda, \Lambda, \Lambda), (s_1, \Lambda, \Lambda), (s_1, s_2, s_3) \} \]

In this language, which is also discrete and locally left-closed, the actions \( s_2 \) on the second leaf and \( s_3 \) on the third are simultaneous rather than concurrent. This is because the transaction vector \( w = (s_1, s_2, s_3) \) in which both actions have taken place is obtained directly from \( u = (s_1, \Lambda, \Lambda) \) in which neither of the actions have occurred yet. Hence, what takes \( u \) and stretches it up to \( w \) is the column vector \( a = (\Lambda, s_2, s_3) \) in which \( s_2 \) and \( s_3 \) are simultaneous actions. This case can be understood as cutting through the diamond of Figure 2.17.

Next, consider the transaction language

\[ V = \{ (\Lambda, \Lambda, \Lambda), (s_1, \Lambda, \Lambda), (s_1, s_2, \Lambda), (s_1, \Lambda, s_3) \} \]

In this language, which is also discrete and locally left-closed, the actions \( s_2 \) and \( s_3 \) are neither concurrent nor simultaneous. The transaction in this case, after doing \( s_1 \) on the leaf corresponding to the first coordinate, has a choice between doing \( s_2 \) on the second coordinate or \( s_3 \) on the third. This case can be understood as having only the lower half of the diamond in Figure 2.17, and brings about the issue of alternative actions and mutual exclusion in a long-running transaction. This is discussed in the following section.

2.3.6 Alternative actions

Based on the prefix ordering between transaction vectors in the set \( V \) we may also model a choice between actions. That is, actions which are mutually exclusive in that occurrence of one excludes occurrence of the other.

In discussing concurrent actions in a long-running transaction, we saw that the two incomparable transaction vectors in the middle of the diamond represent concurrent behaviour. The fact that the two
incomparable vectors are in the middle of the diamond implies that they are bounded above in the set (by the transaction vector sitting on top of the diamond).

Whenever this latter requirement does not hold we may talk about events in conflict. In terms of pictures and associated Hasse diagrams, we are essentially getting rid of the upper part of the diamond and keeping the lower part, the branches of which represent a choice between doing one or the other action. In effect, this amounts to ensuring that the behaviours they represent is not (an early) part of the same behaviour. Therefore, in what follows we examine when two transaction vectors are not bounded above in a component language.

Let us first consider the case where the column vectors in question are not independent. Then, they do not agree on the non-empty coordinates corresponding to the same leaves of the transaction tree. This entails that there is no causality between the two and at the same time it is not possible for both of them to occur (since they engage the same leaf of the tree).

For example, the actions represented by $a_1 = (s_1, \Lambda, \Lambda)$ and $a_2 = (s_4, \Lambda, \Lambda)$ could both be available (or possible to occur) when the transaction has already exhibited the behaviour described by a transaction vector, say, $u$. In other words, after $u$ the transaction may engage in either $a_1$ or $a_2$. Note that it cannot do both since $s_1$ and $s_4$ ($s_1 \neq s_4$) are actions associated with the same service (the one corresponding to the first coordinate). Considering the Hasse diagram for the order structure of the corresponding transaction language, this situation would result in the fragment of the diagram shown in Figure 2.18.

\[
\begin{array}{c}
 v_1 = (s_1, s_2, \Lambda) \\
 (\Lambda, s_2, s_3) = v_2 \\
 (\Lambda, s_2, \Lambda) = u \\
 \ldots \\
 \ldots
\end{array}
\]

Figure 2.18 Alternative actions in a transaction

In further explanation, $v_1 = (s_1, s_2, \Lambda)$ is the behaviour resulting from occurrence of $a_1$ while the vector $v_2 = (\Lambda, s_2, s_3)$ is the behaviour resulting from occurrence of $a_2$, after $u$. In terms of our mathematical framework, we have $u . a_1 = v_1$ and $u . a_2 = v_2$ but only one of these behaviours may take place during an execution of the long-running transaction in question.

We now turn our attention to actions whose corresponding column vectors are independent (recall Definition 8. This case is a bit more subtle. In principle, independent column vectors represent actions which are in no way related to each other. For example, consider the actions given by column vectors $a_1 = (s_1, \Lambda, \Lambda)$ and $a_2 = (\Lambda, \Lambda, s_3)$. If they are both offered after the transaction has engaged in behaviour described by vector $u$, then they represent a choice between doing $s_1$ on the leaf corresponding to the first coordinate and action $s_3$ on the leaf corresponding to the third coordinate. Unless they are bounded above!
To ensure that the two independent events are not bounded above, effectively, that they are not part of a subsequent common behaviour, they must not occur consecutively. In other words, the actions succeeding $a_1$ must not be $a_2$, and, dually, the action succeeding $a_2$ (on the other branch) must not be $a_1$. Otherwise, they lead to a common behaviour $w$ which inadvertently bounds $v_1$ and $v_2$ (forcing them to be concurrent as discussed before).

The situation is depicted in Figure 2.19(i) where the actions $s_1$ and $s_3$ are alternative. Compare with Figure 2.19(ii) where the actions $s_1$ and $s_3$ are concurrent.

![Figure 2.19 Actions s1 and s3 are concurrent in (ii) but not in (i)](image)

### 2.3.7 Compensation in transaction vectors

In this section we describe work in progress on the handling of compensations in our formal model for long-running transactions. The ideas presented in this section draw upon the analysis of the mathematical properties of vectors found in a number of texts, e.g [Shi97] and [ShM04] as a starting point. We have seen that the occurrence of an action is recorded in the vector language description by (coordinate-wise) concatenation of the existing vector (or vectors), describing the behaviour of the transaction before the action occurred, with the column vector representing the action in question.

We have also seen (Definition 3) that the right-cancellation operator '/' on vectors can be used to isolate the behaviour that arises in between vectors, so that if $u$ is a transaction vector describing an initial part of
the behaviour described by \( v \) so that \( u \leq v \), then \( v / u \) is the ‘continuation’ of \( u \) that extends it to \( v \). Further, in a normal (discrete and locally left-closed) transaction language we have seen (recall Proposition 2)) that if \( u \) is an immediate predecessor of \( v \), i.e. \( u \prec v \) in the sense of Definition 6, then the application of the right-cancellation operator on \( v \) produces a vector which is a column vector, i.e. it isolates the last action(s) that went into obtaining \( v \) from \( u \).

The following result shows that the column vector \( v / u \) is unique.

**Lemma 2.** Suppose that \( v, w \in V \subseteq V_T \) such that \( v \leq w \), then there exists unique vector \( u \in V \) such that \( v;u = w \). We denote this element by \( w / v \).

**Proof.**

For each \( l \in L \), define \( u(l) = w(l) \cdot v(l) \). We have, for all \( l \in L \),

\[
(v; u)(l) = v(l) \cdot (w(l) / v(l)) = w(l)
\]

so \( v; u = w \). Furthermore, if \( u' \in V \) such that \( v; u' = w \), then for each \( l \in L \), \( y(l) . u(l) = w(l) \), so that

\[
u'(l) = w(l) / v(l) = u(l), \text{ and } u' = u,
\]

establishing uniqueness. \( \square \)

This result together with the main result of Proposition 2 in Section 2.3.3 allows us to define compensations by using the right-cancellation operator on vectors that differ only in an action (or, more generally, in a simultaneity class of actions). This can be done since the application of ‘/’ on a vector undoes the last action that took place in obtaining the behaviour described by that vector.

In this way our approach uses (coordinate-wise) concatenation to model the occurrence of an action (the activation of a service invocation point in the transaction), by

\[
u \xrightarrow{a} v
\]

Instead of introducing separate notation and associated semantics for cancelling actions that have already taken place, the idea is to use right-cancellation on vectors to perform the compensation action, hence,  

\[
u \xleftarrow{v/ u} v
\]

which will be invoked if a failure later in the long-running transaction makes it necessary. In other words, the application of the right-cancellation operation on a vector \( v \) obtained by \( u \), produces \( u \), since

\[
v / (v / u) = u
\]

In what follows we show that compensations performed in this way will cancel all forward actions (modelled using concatenation on vectors), leaving only vectors where actions for which their compensations have also been executed are no longer visible in the end result.

Intrinsic to the development of the theory for compensations in our vector model is the fact that vectors describing the behaviour of a long-running transaction can be seen to be built up from the empty vector by a series of concatenations with column vectors representing appropriate actions. Therefore, vectors are essentially formed by a series of concatenations with column vectors. We find it useful to describe this more formally now, since the subsequent application of the right-cancellation would remove (or undo) each action in turn.
We have seen in Proposition 2, which is concerned with building up the vectors, the interaction between \( \prec \) and \( \succ \) – that is, if \( u \prec v \) in a normal transaction language, then \( v / u \) is an action, represented by a column vector (Definition 2). The following proposition is based on a result in [ShM04] for component languages and states a similar result for the interaction between \( \prec \) and \( \succ \).

**Proposition 3.** Suppose that \( V \subseteq V_T \) is a normal transaction language, then

1. \( \Lambda_T \subseteq V \)
2. If \( u, v \in V \) such that \( u \prec v \), then there exists \( a \in \Lambda_T \) such that \( v = u \cdot a \).

**Proof.**

For (1), \( V \neq \emptyset \), so there exists \( v \in V \). By local left-closure (Definition 6) of \( V \), for each leaf \( l \in L \), there exists \( u \in V \) such that \( u \leq V \) and \( u(l) = \Lambda \). By discreteness (Definition 5) of \( V \), the greatest lower bound of the \( u \), which must be \( \Delta_T \), belongs to \( V \).

For (2). Let \( a = v / u \), so that \( v = u \cdot a \). This means that \( a \neq \Delta_T \). If \( |a(l)| > 1 \), then we can find \( x, y \in \mu(l) \) such that \( x, y \neq \Lambda \) and \( a = x \cdot y \). By local left-closure, there exists \( x \in V \) such that \( x \leq v \) and \( x(l) = u(l) \cdot x \). Let \( w = glb(u \cdot x) \). We have that \( w \) exists, \( w \leq v \) and \( w \in V \) by consistent completeness (of the definition of discreteness), since \( u, x \leq v \).

Now, \( u \leq glb(u \cdot x) \leq v \), which can be written as \( u \leq w \leq v \), and \( w(l) = \max(u(l), x(l)) = u(l) \cdot x \) so that \( u(l) < w(l) < v(l) \). This implies that \( u < w < v \), and we have a contradiction since \( u \prec v \). \( \Box \)

A corollary of Proposition 3 can give a formal description of the way transaction vectors are actually obtained.

**Corollary 1.** Suppose that \( V \subseteq V_T \) is a normal transaction language and \( u, v \in V \) such that \( u \leq v \) (and also \( u \neq v \)), then there exists \( a_1, \ldots, a_n \in A_T \) such that

1. \( u \cdot a_1 \ldots a_n = v \)
2. \( u \cdot a_1 \ldots a_i \in V \), \( i = 1 \ldots n \)
3. \( u \prec u \cdot a_1 \) and \( u \cdot a_1 \ldots a_{i-1} \prec u \cdot a_1 \ldots a_i \) for \( i = 2 \ldots n \).

**Proof.**

If \( u \prec v \), then the corollary holds with \( n = 1 \) and \( a_1 = v / u \), by Proposition 3. Otherwise, there exists \( w \in V \) such that \( u \leq w \prec v \), by Lemma 1 (in Section 2.3.3). By induction, there exists \( a_1, \ldots, a_{n-1} \in A_T \) such that

\[
u \cdot a_1 \ldots a_{n-1} = \frac{w \cdot a_1 \ldots a_{n-1} \in V}{, i = 1 \ldots n-1,}
\]

and

\[
u \prec u \cdot a_1 \text{, and } u \cdot a_1 \ldots a_{i-1} \prec u \cdot a_1 \ldots a_i \text{ for } i = 2 \ldots n-1
\]

If we now let \( a_n = v / w \), then by Proposition 3, \( a_n \in A_T \), \( u \cdot a_1 \ldots a_n \in V \), and \( u \cdot a_1 \ldots a_{n-1} \prec u \cdot a_1 \ldots a_n \). This means that \( a_1, \ldots, a_n \) have the desired properties. \( \Box \)

We may now formally define transaction vectors as series of concatenations with column vectors.

**Definition 9.** \((t\text{-decompositions})\) Suppose that \( u, v \in V \subseteq V_T \) such that \( u \leq v \). We shall define sequences such as \( a_1 \ldots a_n \) in Corollary 1 as \( t\text{-sequences} \) from \( u \) to \( v \). In the case that \( u = \Lambda_T \), we describe such sequences as \( t\text{-decompositions} \) of \( v \).

Since the transaction vectors used in describing the behaviour of a long-running transaction are built up from the empty vector, they are \( t\text{-decompositions} \). This means that the recursive application of the right-cancellation, on each action that has gone into obtaining the vector in question, cancels out the initial actions, leaving only vectors containing no observable actions as a result. In other words, it leaves the
corresponding transaction language only with the empty vector $\Delta_T$, effectively returning the system to (an approximation of) the state it was before the long-running transaction started.

It should be noted that in Deliverable D3.1 [RMK07] we have described an extended lock mechanism for recovery management and concurrency control. Thus, in our overall approach to long-running transactions in digital ecosystems we go beyond the assumption that a compensating action undoes the effects of its associated action. The corresponding locks, namely the internal lock ($I_{\text{Lock}}$), conditional-commit lock ($C_{\text{Lock}}$) and recovery lock ($R_{\text{Lock}}$), together with the corresponding IDG and EDG graphs, show how the dependencies between subtransactions due to data sharing are handled. In addition, the timeout lock ($T_{\text{Lock}}$) covers the cases of sequential alternative service composition and allows for forward recovery. Further details can be found in D3.1 [RMK07]. Such aspects have not been discussed in the corresponding formal setting, but work is in progress on their formal treatment.

2.3.8 Modelling forward and compensating behaviour of a transaction

In the previous section we described how the ordering relation between different vectors of a transaction reflects the orderings between activations of its sub-transactions. The vector-based description of behaviour in our formal model for long-running transactions makes it possible to express sequential, parallel and alternative behaviour of a transaction.

We have seen that the ordering relation between transaction vectors is given in terms of the coordinate-wise prefix ordering relation `$\leq$' of Definition 3. This turns the set of vectors associated with a transaction to a partially ordered set $(V, \leq)$ (recall Proposition 1). Since each vector describes the part of behaviour of the component in which the actions appearing in it have taken place, it is appropriate to say that whenever $u \leq v$, then $u$ describes an earlier part of the behaviour described by $v$. Further, in a normal transaction language, if $u < v$ then the vector $v$ describes the behaviour of the transaction in which a single action has (or concurrent actions have) occurred since $u$.

Since $(V, \leq)$ is a partially ordered set some vectors may be incomparable. For example, consider the vectors $u = (s_1, \Lambda, \Lambda)$ and $v = (\Lambda, s_2, \Lambda)$ for which neither $u \leq v$ nor $v \leq u$. Such vectors describe either alternative behaviour (there is a choice between the last actions that went into forming each) or concurrent behaviour (the last actions that went into forming each are concurrent). Any pair of incomparable vectors stands in one relation or the other, and this is determined by what other vectors are included in the set of vectors associated with a given transaction.

If the incomparable vectors are bounded above – in other words, if they describe earlier parts of some common later behaviour – then they describe concurrent behaviours. If they are not bounded above, then they describe alternative behaviours. It is important to stress that this is determined by context, by what other vectors are included in the set for a transaction.

This is illustrated in Fig. 2.20 which uses Hasse diagrams to depict the order structure of different sets of transaction vectors for a transaction with 3 leaves. It can be seen that $s_1$ and $s_2$ are sequential ($s_2$ can only be activated after $s_1$) in Fig. 2.20(i) while they are mutually exclusive (alternative) in Fig. 2.20(ii) and they are concurrent in Fig. 2.20(iii).
Figure 2.20 Order structure of transaction vectors

Notice that the set of vectors in case (i) does not include the vector \((\Lambda, s_2, \Lambda)\). This, in addition with the fact that \((s_1, s_2, \Lambda)\) is included, implies that \(s_2\) can only happen after \(s_1\) has (sequential dependency).

The set of vectors in case (ii) does not include \((s_1, s_2, \Lambda)\). This has as a consequence that the vectors \(u = (s_1, \Lambda, \Lambda)\) and \(v = (\Lambda, s_2, \Lambda)\) are not bounded above in this case. Hence, the actions \(s_1\) and \(s_2\) are independent but do not take place consecutively in this case (one immediately after the other). This implies that there is a choice between doing \(s_1\) and doing \(s_2\) on the respective coordinates (alternative execution).

In case (iii) where the vector \((s_1, s_2, \Lambda)\) is included, the vectors are bounded above and this implies that they describe the concurrent execution of actions \(s_1\) and \(s_2\) leading to the behaviour described by the vector \((s_1, s_2, \Lambda)\). This is indicated by the familiar lozenge shape (or diamond) found in ATSs [Shi85], which marks the characteristic structure of a finite lattice [DaP90]. The incomparable vectors sitting at the middle of the lozenge are both available after the same behaviour (that is \((\Lambda, \Lambda, \Lambda)\) in this case) and occur consecutively leading to the behaviour described by the vector sitting at the bottom of the lozenge shape, i.e. \((s_1, s_2, \Lambda)\).

Fig. 2.20 might be instructive with regard to the subtle distinction between independence and concurrency, which was discussed in Section 2.3.5. Independent actions are concurrent only if they are both offered after the same behaviour (are both enabled at the same point during the course of execution of a transaction). Otherwise, they may be mutually exclusive or even sequential.

It might also be worth pointing out that the lozenge shape in Fig. 2.20(iii) exhibits the characteristic structure of a finite lattice, which is a requirement of the discreteness property (Definition 4) in the case that the vectors \(u, v\) are independent. The vector at the bottom of the lozenge is the least upper bound of the vectors in the middle, while the vector at the top is their greatest lower bound. This shows that discreteness – in the case of independent vectors bounded above in the set – is a property inherently related to concurrency.

The transaction tree shown in Fig. 2.14 has 6 leaves. The services \(s_j\) and \(s_k\) are to be executed in parallel (concurrently) followed by the data-oriented coordinator \(d_j\). If the partial result released by \(d_j\) (see Fig. 2.16) does not meet the desired outcome, then \(s_j\) and \(s_k\) are executed in succession (sequentially) followed by \(d_2\).

To model the behaviour of the transaction in our formalism, we assign each leaf to a vector coordinate (from left to right here). This results in the set of 6-tuples shown in the Hasse diagrams of Fig. 2.21, which describe all possible series of subtransaction activations in performing the transaction T1 (given earlier in Fig. 2.14).
In Fig. 2.21 there is a choice between the behaviour described in the diagram on the left and that on the right, and this reflects the sequential alternative scenarios of transaction T1. This choice is deterministic and will be resolved on the basis of whether \( d_i \) satisfies the desired outcome.

![Diagram of transaction vectors for T1](image)

**Figure 2.21 Transaction vectors for T1**

Notice the lozenge formed by \( s_1 \) and \( s_2 \) which execute in parallel (in both cases). Also, notice that the Hasse diagram on the left implies that \((s_1, s_2, d_1, s_3, \Lambda, \Lambda) \leq (s_1, s_2, d_1, s_3, s_4, \Lambda)\) which means that \( s_4 \) can only happen after \( s_3 \) has (sequentially).

The Hasse diagram depicting the order structure of the transaction vectors for T1 can be readily used for checking against discreteness and local left-closure. For discreteness (recall Definition 4), we concentrate on vectors which have more than one vector immediately underneath. Then, that vector together with its immediate predecessors (the vectors immediately below it) must constitute a finite lattice. This will be the case when the immediate predecessors are bounded above (least upper bound) and below (greatest lower bound) by some vector in the set. In our example, such a vector is \((s_1, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda)\) which has two distinct immediate predecessors, namely \((s_1, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda)\) and \((\Lambda, s_2, \Lambda, \Lambda, \Lambda, \Lambda)\). These vectors are bounded above by \((s_1, s_2, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda)\) and are bounded below by \((\Lambda, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda)\). Hence, the set \( V_{T1} \) is discrete.

For local left-closure (recall Definition 5), we look at each coordinate of the vectors. We concentrate on those which have a sequence of length greater than one. In such case, there must be some other vector in the set which, at the specific coordinate, has the same sequence but reduced by one. It can be readily checked diagrammatically that this is the case for the order structure depicted in Figure 2.21.

Furthermore, in case some subtransaction fails, the vector-based description is used in providing compensations for long-running transactions, taking up on the “do-compensate” and “validate-do” behaviour patterns. We have seen that compensations are performed by applying the right-cancellation operator ‘/’ of Definition 3, which produces a unique vector, by Lemma 2. This unique vector is the immediate predecessor of the vector whose last action is compensated for. With successive applications of the right-cancellation operator we effectively move backwards along the Hasse diagram of Figure 2.21, removing the last action each time from each vector.
For example, consider the vector \( v = (s1, s2, d1, \Lambda, \Lambda, \Lambda) \). By applying Definition 9, with \( u = \Delta_T \) we have that the \( t \)-decomposition of \( v \) is \( g_1, g_2, g_3 \), where \( g_1 = (s1, \Lambda, \Lambda, \Lambda, \Lambda) \), \( g_2 = (s2, \Lambda, \Lambda, \Lambda, \Lambda) \) and \( g_3 = (\Lambda, \Lambda, d1, \Lambda, \Lambda, \Lambda) \). If a failure occurs after the action associated with doing \( d1 \), the actions \( s2 \) and \( s1 \) also have to be compensated since they are dependent on \( d1 \). This is done by applying the right-cancellation operator as follows.

First, we identify the last action that went into forming \( v \). This is done by looking for vectors in \( V \) which are immediate predecessors of \( v \). In this case it is vector \( u = (s1, s2, \Lambda, \Lambda, \Lambda, \Lambda) \) for which \( u < v \). By Proposition 2, we have that \( v / u \) is a column vector – in this case it is \( g_3 = (\Lambda, \Lambda, d1, \Lambda, \Lambda, \Lambda) \). Hence,

\[
v / (v / u) = v / g_3 = (s1, s2, d1, \Lambda, \Lambda, \Lambda) / (\Lambda, \Lambda, d1, \Lambda, \Lambda, \Lambda) = (s1, s2, \Lambda, \Lambda, \Lambda, \Lambda) = u
\]

Similarly, by application of ‘/’ on vector \( u \) we have,

Now, vector \( u = (s1, s2, \Lambda, \Lambda, \Lambda, \Lambda) \) is interesting in that it has two immediate predecessors, namely \( x = (s1, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda) \) and \( y = (\Lambda, s2, \Lambda, \Lambda, \Lambda, \Lambda) \). Despite it being involved in a diamond the same process applies. In this case,

\[
u / x = g_2 = (\Lambda, s2, \Lambda, \Lambda, \Lambda, \Lambda) \quad \text{and} \quad u / y = g_1 = (s1, \Lambda, \Lambda, \Lambda, \Lambda)
\]

Hence, we have

\[
u / (u / x) = u / g_2 = (s1, s2, \Lambda, \Lambda, \Lambda, \Lambda) / (\Lambda, s2, \Lambda, \Lambda, \Lambda, \Lambda) = y
\]

\[
u / (u / y) = u / g_1 = (s1, s2, \Lambda, \Lambda, \Lambda, \Lambda) / (s1, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda) = x
\]

Note we are now in the middle of the diamond appearing in the Hasse diagram of Figure 2.21. We apply similar development to both \( x \) and \( y \). The vector \( x \) has \( \Delta_T \) as its immediate predecessor, and \( x / \Delta_T = g_1 \). So does \( y \), for which \( y / \Delta_T = g_2 \).

Hence, we have

\[
x / (x / \Delta_T) = x / g_1 = (s1, \Lambda, \Lambda, \Lambda, \Lambda, \Lambda) / (s1, \Lambda, \Lambda, \Lambda, \Lambda) = (\Lambda, \Lambda, \Lambda, \Lambda, \Lambda) = \Delta_T
\]

and

\[
y / (y / \Delta_T) = y / g_2 = (\Lambda, s2, \Lambda, \Lambda, \Lambda, \Lambda) / (\Lambda, s2, \Lambda, \Lambda, \Lambda, \Lambda) = (\Lambda, \Lambda, \Lambda, \Lambda, \Lambda) = \Delta_T
\]

In this way all actions that had occurred before failure, as described in vector \( v = (s1, s2, d1, \Lambda, \Lambda, \Lambda) \), have been compensated for. It can be seen that there are no longer any visible observable actions, as illustrated by \( \Delta_T \).

It might be instructive to compare with the way compensations are handled in the approaches discussed in Section 2.2. In our approach there is no need for enforcing the sequence of actions to be performed in the reverse order. This is inherent to the way operations are defined on transaction vectors (right-cancellation, concatenation, ordering relations). Further, and perhaps even more importantly, no additional notation or formal construction is required in handling compensations for concurrent actions. Both compensating CSP [BHF05] and the approach taken by [BMM05], require additional syntax and a separate semantics in order to perform compensations for sequential actions that are composed in parallel. Finally, note that there is no need to consider different sequences of actions within a transaction and compose them in order to model concurrency in our approach. Concurrency is handled in terms of actions themselves, and there is no need for all actions within a transaction to be independent. This is one of the benefits of opting for a non-interleaving semantics, advocated by Shields [Shi85, Shi97] and Mazurkiewicz [Maz88], as it allows modelling true-concurrency between actions in a long-running transaction.
Therefore, in our approach given the tree structure of a transaction we may derive a formal description of its intended behaviour, in terms of activations of its subtransactions in terms of actions on the leaves (e.g. service invocations) and the coordination between them. The resulting behavioural patterns (see Fig. 2.21) can be analysed before run-time as a means of preventing certain anomalies (such as race conditions) which could result in unexpected behaviour when the transaction actually takes place [Mos05]. We have also addressed compensations in an intuitive and relatively straightforward manner which does not require further formal constructions – it is again based on (coordinate-wise) operations on transaction vectors.

It might be worth pointing out that our formal description of the distributed transaction model here we have been concerned with modelling individual transactions, albeit in a way that allows to capture the release of partial results to other transactions. In other words, we have been mostly concerned with the dependencies within a transaction rather than between transactions. For the latter, it would appear that we need to consider the vectors from each and compose, in a principled way, in order to get the resulting inter-transaction behaviour. Previous work on composition within the vector-based representation of behaviour [MoS04] could be exploited in this respect.

Further, we note that the properties discussed in Section 2.3.3, discreteness and local left-closure, are shown to be preserved under composition of vectors in [MoS04]. Composition within this mathematical framework has also been studied in terms of the corresponding automata in [Shi05]. Finally, in [BoM06] we have considered a temporal logic interpreted over the vector language based description of behaviour we presented here, and in particular the automata generated by vector languages. As mentioned before, this is still work in progress and the automata generated by vectors as well as the extension with a temporal logic are currently under consideration.
3 Distributed Transaction Scenarios over a P2P Network

Conceptually we are dealing with a transaction vector world. The total composition of all of these vectors can create the business universe. Local Coordinators which are practical design for applying the transaction vector model may keep valuable information during the life time of a transaction. On the other hand, stability and predictability of a transaction depends on the pattern behaviour of each platform too (each SMEs). In this chapter, we are concerned with the coordination of open long-running transactions over a P2P network supporting a community of SMEs. In particular, we describe the use of a local agent that allows for the underlying services to be conducted in a truly distributed manner. At the heart of the local agent structure is the Local Coordinator which uses the information of other local agent components to orchestrate the necessary interactions involved in performing long-running transactions corresponding to complicated business activities. The way the local agent facilitates our transaction model is demonstrated by means of a simple scenario involving one service provider which has been used to guide the implementation of the basic concepts behind our transaction model.

3.1 Local Structure

Generally, web services do not need to make themselves known (in naming or any particular implementation) to the coordinator of a transaction. For this reason, we have designed an agent for each platform (SME) which control the communication and apply the vector transaction in one hand and keep the information about its local web services and external web services (belongs to other platforms) on the hand. Our live agent needs to have enough knowledge about its local web services to be able to deploy them based on our particular transaction protocol (reference to chapter 2 and D3.1).

On the other hand, promoting these web services can be one of the options which allows the agent give the possibility for other businesses to find out about this particular web service provider (business). Furthermore, other agents remotely can coordinate its platform - for example we can think about delegation in terms of avoiding heavy traffic.

At the same time, the agent can gather information about other web services not only for providing more possibility for its business but also for providing facilities for delegation (in terms of remote coordination of other web services when the coordinator is not at the same platform of web services), for creating different types of service composition by using other web services, for reducing the complexity of the potential lookup algorithm used, for finding alternatives for each web service, and finally for extending or optimising the corresponding business model.

Figure 3.1, shows an overview of the local agent structure. Such a system includes: a Local Web Services Informer, a Local Service Repository, a Web Service Information Investor, a Global Service Repository, a Web Services Promoter and a Local Coordinator. We describe each entity in more detail in the following sections (Figure 3.10 gives the full overview of the environment).
3.1.1 Local Web Services Informer

Digital Ecosystems, at the centre of research work in OPAALS, are inherently operated in a heterogeneous environment which is service-oriented. On one hand this environment is supposed to support any type of web service, with any protocol in a loosely-coupled manner (local autonomy for SMEs) and on the other hand, it should support a proper commit protocol for long-running transactions (business activities as discussed in D3.1 [RMK07]).

In order to provide the Initiator of a transaction with the basic view about the web service which is to be used on its transaction, as well as the limitations / restrictions of the particular web service, we need to gather information about the web service. This information can be provided by each web service after its creation in some description language such as WSDL and/or can be provided manually by the SME which provides the web service.

Furthermore SMEs may change their web service protocol, parameters, etc., regularly and therefore the possibility for updating this information is necessary too. As a result, we need to provide two interfaces for keeping this information in the local agent as the component also requires an interface to the local repository (Figure 3.2 shows this component of our local agent).
3.1.2 Local Service Repository

The Local Service Repository keeps information about each local web services in the platform (SME). This information is some description of each web service (for example it can be a SDL or WSDL) and any extra information such as availability, last updates and etc (which may help other SME to have clearer picture of that particular web service), can be included too. In the first place (as a component-based approach), the Local Service Repository should provide an interface to the Local Web Services Informer, e.g. for accessing the local web service description records. The next interface provided by the Local Service Repository gives access to the Local Coordinator to use the web service descriptions for creating and running a transaction.

Any updates, modifications or even the creation of web services should be promoted (at least for other partners with whom they are collaborating in running a transaction). That’s the main reason the Local Service Repository requires an interface to another component, namely the Web Service Promoter, whose purpose is to promote the web services to other agents (Figure 3.3).

3.1.3 Web Service Information Investor

The structure of the local agent we considered in Figure 3.1 looks symmetric for both the local and the global view of web services. Therefore the Web Service Information Investor, as a symmetric component for Web Service Informer, does a similar job but this time for global web services.
It provides two interfaces for creating a new web services record and updating the current web services. Meanwhile, it requires an interface to the Global Service Repository (the symmetric component for Local Service Repository (Figure 3.4).

![Figure 3.4. Web Service Information Investor](image)

### 3.1.4 Global Service Repository

Similar to the Local Service Repository, the Global Service Repository provides two interfaces: one for the Local Coordinator to access the web services record descriptions and the other one for the web services Investor to make changes on the Global Service Repository.

The first interface plays a critical role for the Local Coordinator in making the decision about the protocol and the method for applying it on the transaction model. At the other side of the local agent is another SME which may change its web services descriptions regularly and even service availability can be an issue too. The second interface is important too, as updating the Global Service Repository is crucial.

On the other hand, the Global Service Repository should be able to inform the Web service promoter, as soon as any changes occur for its records. That is why it requires an interface to the Web service Promoter for doing that. Figure 3.5 shows this component.

![Figure 3.5. Global Service Repository](image)

### 3.1.5 Web Services Promoter

The Web service Promoter is an important part of the local agent, as it reflects the situation of the web services of a local agent and the web services of any other connected agents to that particular agent. This can be done by using two interfaces which are provided for Local Service Repository and Global Service Repository.
Repository respectively. Meanwhile the Web Service Promoter requires two interfaces from the other agent to be informed of the latest situation of its local web services and any other web services which are communicating with it (Figure 3.6).

![Figure 3.6. Web Service Promoter](image)

In fact two interfaces for this component should be provided by the Web Service Information Investor of the other agent. Figure 3.7 shows this connection between Local agent A and Local agent B. When any changes happen for some records of the local or the Global Service Repository, they use the Web service Promoter’s interfaces. The Web service Promoter in turn can use the interfaces provided by the Web Service Information Investor in Local agent B, and the Web Service Information Investor at agent B can update its Global Service Repository if needed (because in some cases it could be done already). As a result, the Global Service Repository of agent B will use the same interfaces for the Web service Promoter at agent B and this will be done for any connected agent to Local agent B. In this way, any changes on connected agents can be updated quickly.

![Figure 3.7. Web service Promoter role between two different agents](image)

3.1.6 Local Coordinator

The kernel of the local agent is the Local Coordinator. Other components provide information for a Local Coordinator (on the local machine or even for a remote agent). The Local Coordinator facilitates our transaction model to be applied for complicated business activities (long-running transactions) as well as simple transactions.

Generally the Local Coordinator requires an interface from the Local Service Repository for gathering the information about local web services which enables it to provide the preparation and commit phase in a two phases commit (2PC) protocol. This normally can be handled by a transaction context in response to a transaction request (Script). Later in this chapter we will cover this by example.
For communicating with another agent (its Local Coordinator), the Local Coordinator as well as providing an interface, requires an interface from the remote agent too. The Local Coordinator also requires an interface from the Global Service Repository, especially when it acts as an Initiator of the transaction. This makes it possible to create the transaction script based on the knowledge of the other agents’ web services. Ultimately, it requires the interface from its local web services to able to invoke them (see Figure 3.8).

![Local Coordinator Diagram](image)

**Figure 3.8. Local Coordinator**

### 3.1.7 Local agent components and interactions

Figure 3.9 shows all components of a local agent (we consider this schema for any service provider in the system). The local agent by using two repositories (Local and Global service repositories) tries to provide detailed information about local web services, but also general information about other web services. This enables the Local Coordinator to invoke its local web services based on different protocols (for example 2PC or 3PC) and on the other hand, by using general information about other (remote) web services, in some sort of XML description, such as WSDL or SDL\(^5\), it can create the transaction context (requirement).

The Local Service Repository should be updated by the Local Web Services Informer (any changes or updates can be effected on the Local Service Repository). Meanwhile the Local Service Repository can promote its services to other agents through Web Service Promoter.

The Global Service Repository can be updated by the Web Service Information Investor and at the same time, can promote these web services (which are stored in Global Service Repository) to the other agents (any changes will be promoted too, and in this way other agents can update their Global Service Repository).

---

\(^5\) SDL (Service Description Language), it is a standard description language which is introduced in DBE project and it is popular in Digital Ecosystem community.
Figure 3.9. Local agent components

Figure 3.10 shows how communications between components of agents can improve the performance, can keep all agents' repositories updated and can provide enough information for the Local Coordinator of agents to run transactions.

Figure 3.10. Overview of Multi-agent environment
3.1.8 Towards Implementation

As the current crisis on experiencing serious performance deficiency from having to wait for a server's response during web service invocations (over the network such calls can take unpredictable lengths of time), JAX-WS 2.0 provides a new asynchronous client API, which can be applied for many clients, especially interactive ones such as JFC/Swing-based desktop applications.

By using this API, programmers are able to trust in the JAX-WS runtime to manage long-running remote invocations for them (they do not need to build threads on their own). In this way, asynchronous methods may be used in conjunction with any WSDL-generated interfaces as well as with the more dynamic Dispatch API. Sun Microsystems proposes two usage models:

- Polling model: you make a call. When you're ready, you request the results.
- Callback model: you register a handler. As soon as the response arrives, you are notified.

Note that when a WSDL document is imported, asynchronous methods are required to be generated for any of the operations defined in the web service. Furthermore, asynchronous invocation support is entirely implemented on the client side, so no changes are required to the target web service and there is no violation of service-oriented architecture or the SMEs' local autonomy. In the next section, we propose the practical scenarios which can use both usage models in practice. Further to this, as we rely on software agent on our design in contrast to the conventional application, abstractly the life cycle of this agent is not limited and later on (next deliverable), we add mobile agents for additional performance and flexibility to our design.

3.2 Local coordination based scenarios

We can start with a very simple example. In collaboration with TechIDEAS we started with a taxi reservation example which involves a simple taxi booking service. Firstly, we cover B2B transactions. Secondly, we try on one hand to improve the performance of the well-known transaction models WS-Trans and BTP by applying the new concepts of our transaction model, and on the other hand we consider where we are compatible with them.

This example may not reflect the whole spirit of the architecture as it is mostly aimed at clarifying the 2PC (two phases commit) protocol and the structure of the messaging between the service provider agent and the initiator of the transaction. We stress that in our model each of them has a separate coordinator and are loose-coupled so that local autonomy is not violated. Furthermore, the dynamicity of the environment and the potential requirement for applying more complicated scenarios is considered (we describe a more complicated scenario following this example).

3.2.1 One service provider and one service scenario:

An initiator (customer), needs to reserve a taxi for a specific time, for a specific destination and through a specific taxi service company. The taxi service has a web service for responding to this request, which firstly does the booking and shows availability of a taxi for that specific time and then finalises the booking and also charges the customer. The sequence diagram given in Figure 3.11 shows the necessary interactions in this simple scenario.

Expected transaction response time
The important parameter here is the ‘Expected transaction response time’, which shows the initiator has considered a maximum response time for his/her request (transaction).

Because of the dynamicity of the environment and even the nature of transactions (a transaction after passing the specific time period will lose its reason for being executed), this parameter is important and can be set globally based on the latency of the environment, but it should be possible for being overridden by any initiator based on the nature of its request. Normally, the default version for conventional (database) transactions is for this parameter to be set globally, but for long-term transactions this parameter should be overridden (means, expected transaction response time can be differ from a transaction to the other) and this applies to real-time transactions too. If the expected transaction response time is passed, the transaction is supposed to abort automatically.

Two phases commit

Conventionally a two-phase commit (2PC) protocol is provided for covering distributed and advanced transactions. The two-phase commit protocol is a distributed algorithm that lets all nodes in a distributed system agree that a transaction can commit. The protocol results in either all nodes committing the transaction or aborting, even in the case of network failures or node failures. However, in terms of the classic 2PC, the protocol will not handle more than one random site failure at a time. The two phases of the algorithm are the preparation phase (commit-request phase), in which the coordinator attempts to prepare all the cohorts (in the simple way, these can be understood as web services), and the commit phase, in which the coordinator completes the transactions at all cohorts.

In our model, firstly we consider an extended version of 2PC in which we can cope with several failures (theoretically $n-1$ failures, where $n$ is the number of non-critical subtransactions). In addition, we have introduced a new version of three phases commit in deliverable D3.1 for specific areas in which business activities need this expansion. In the next step we try to show the details of this example.
3.2.2 Transaction Script:

The initiator makes his request by using an XML message which is called *transaction script*. In this message the initiator determines the ‘Expected Transaction Response time’ (ETR) and the details of the required web services, the order of invocation and their alternatives, plus all necessities of the transaction for clarifying the customer’s requirements. Also, the transaction protocol should be determined - necessary services which must be called, their location, id, parameters, the relationship between them, etc.

3.2.3 Transaction context:

The Transaction context is a message which sets the road map for deploying the transaction and clarifies the limitations and restrictions of each web service, in terms of determining the protocol for communication, termination conditions, right for commit, service id, etc.

As an example, the PTE (Preparation Time-out Exception) and other parameters should be set in this context which can change the behaviour of all participants (any coordinator/agent in the transaction including the initiator). This parameter will be clearer during this document and its application in new/exceptional circumstances will be described.
3.2.4 First phase of 2PC:

The first step includes opening the session by sending the ‘Transaction script’ and responding with the ‘Transaction context’. In this step the transaction requirements can be expanded, in terms of the methods and limitations (for example, by determining PTE, the initiator will realise, if it does not respond with a confirmation for initialisation within a specific time, that abortion will happen - the initialisation will be cancelled based on the taxi agent’s decision; if there is still time, based on ETR, it can try the 1st phase again).

Initialization

Based on the transaction description, the taxi agent (which actually is a coordinator), tries to do a primary booking on one of its taxis by calling the Taxi_Webservice.

Confirm initialization

When Taxi_Webservice has done the primary booking, it can send a confirmation message which can include the id of that specific taxi, the time period for reaching the destination and other specification. Meanwhile other restrictions for a primary booking may apply; for example the web service does a primary booking for taxi with id 12 for 20 seconds (PTE) and if it does not finalise within the next 20 seconds it will cancel the booking (and in exceptional way such as Bob's Taxi service it may do an automated confirmation, depending on the corresponding business model).

Finalizing preparation

When the taxi agent (its Local Coordinator) receives confirmation for the initialisation, it will send a ‘finalizing preparation’ message which shows the details of the primary booking (Taxi id and/or any other necessary information) and its limitations (such as the time for validation of that, i.e. PTE). At the same time it is supposed to be the last message of preparation phase.

3.2.5 Second phase of 2PC:

The second phase of the transaction can be started after the ‘Finalizing Preparation’ message. Based on the ‘Transaction Script’ and the ‘Transaction Context’, the right for starting the second phase can be clarified. In this example, like most cases, this right is with the initiator and it is up to the response of the initiator to the last message of the Taxi agent. In the other cases, entering the second phase can be done after passing the corresponding PTE set, i.e. not waiting for the response from the initiator.

Termination:

The first message for entering the second phase is ‘Termination’ (with commit signature) which announces to the recipients (here Taxi Agent) that they may proceed to finalise the primary booking.

Final confirmation:

As a response to the termination message, each service provider tries to finalise its services. In our example the Taxi agent sends a final confirmation (can be done by calling the Taxi_Webservice with an appropriate parameter for confirming the booking and debiting the associated cost from the customer’s account).

Confirm commit:

The ‘Confirm Commit’ is a receipt which confirms the transaction commit. It is more like sending the invoice to the customer after the job is done and the cost is debited.
3.2.6 Latest commit:

Figure 3.12 illustrates the latest possible successful commit and it clarifies that ETR is the expected time for receiving the ‘Finalizing Preparation’ message. In addition, ETR is the expectation for entering the second phase – normally, the 1st phase occupies most of the time of a transaction and in the 2nd phase coordinators try to commit the transaction or cancel it based on protocol.

![Diagram](image)

Figure 3.12: Latest commit

In this example, you can imagine a situation where a few taxies have been associated with a primary booking and they have not finalised the booking. That is why the web service does not respond immediately and waits for a specific time for them to finalise or release, and in this case one of them has been released. For example, it was an unsuccessful booking with another customer and it becomes available for booking by the initiator.

3.2.7 Service unavailability (simple cancellation):

Figure 3.13 shows the standard situation of cancelling a transaction. In this example, after the Taxi agent calls ‘Taxi_Webservice’ the specific web service cannot find any taxi to book (for example all of them have been booked and their booking is finalised by other customers).
Hence, its response is negative initialisation which means the transaction has to be cancelled and the termination message should be sent by a cancellation signature. Note that in this example the right for termination is with the initiator.

3.2.8 Late Response (self-operation):

Figure 3.14 and 3.15 show the situation where there is too much delay by the service and it reaches the pre-set ETR. Naturally, the transaction cannot continue any more and has to be cancelled. This cancellation can be done by any party in the transaction (as all of them know the time limitation for the transaction life time).
In Figure 3.14 the Taxi agent realises the fact the waiting time is passed and sends the cancellation to the web service and the initiator while in Figure 3.15 the initiator sends the cancellation (in the logic of cancellation that does not make any difference).
3.2.9 Exception:

Based on the complication of the scenario, we can analyse different kinds of exceptions. One of the most important exceptions, which can even happen with only one service provider, is the Preparation Time-out Exception.

**Preparation (phase) Time-out Exception**

Preparation Time-out Exception (PTE) happens when the web service is waiting for ‘Final confirmation’. Based on the nature of the business, the primary booking for a service (a taxi or a seat on the airplane) is limited to a pre-defined time-out by the web service provider. If it is passed, the primary booking will be cancelled automatically to allow other clients to book that specific service.

In our example, after the Taxi agent sends its response for finalising the 1st phase and start of the 2nd phase of the transaction, it does not receive any response from the initiator. After passing the PTE, it has to make a decision based on the transaction protocol used. Conventionally, the decision is cancelling all web services and waiting for the initiator to respond. If the response is before ETR, the Taxi agent can send the Transaction context for the initiator which means that the primary booking has to be done again and the transaction is still in the first phase.
As the initiator has the PTE, normally we do not expect the situation like Figure 3.16 to happen; therefore, the initiator may not send ‘Termination(commit)’ message for entering the 2nd phase and it may repeat the transaction script with reduction of ETR by the time which is passing. However, in occasional circumstances (such as restarting the initiator terminal and loosing some parts of the script, or simply network delays) such a situation may arise. The Taxi agent response clarifies whether this is the case. After that, if still there is time (based on ETR) the transaction will have a chance for successful commit.

![Figure 3.16: Preparation (phase) Time-out Exception](image)

Another less popular protocol for processing a transaction in similar circumstances can be considered for giving different rights to the participants of the transaction. For example, the Taxi agent could have the right for starting the 2nd phase, which means after passing the PTE it could start the second phase of the transaction (as it did not receive any response from the initiator, it considers that as an agreement to the commit). Therefore, the Taxi agent could send the ‘Final confirmation’ to the Taxi_Webservice immediately after the PTE has passed and at the same time let the initiator know that (and/or waiting for initiator to be activated/online to receive the confirm commit as an invoice).
4 Analysis of Network Parameters: Experimentation and Simulation

In this chapter we begin to take closer look at the interrelation between distributed business transactions and the P2P network that supports them. The aim is to identify opportunities where the network parameters can be fine tuned to better facilitate the long-term business activities taking place between different parties, but also any points where the characteristics of the transaction model itself can be used to optimise the performance of the P2P network.

4.1 Business Transactions and P2P Network

Our primary model and analysis shows the specification of the network which supports open business transactions in a fully distributed manner and avoids violating the local autonomy of SMEs. As we analysed the specification of such a network in D3.1, our current model is trying to fulfil those requirements. From Section 4.1 to 4.4 we specify the network structure and in Section 4.5 we outline the evolutionary model which inspires this research.

A digital ecosystem involving open communities of SMEs is a highly dynamic environment and thus it is important to consider the way the network responds to changes in the number of nodes. We discuss an evolutionary framework, inspired by biology, and describe how it can be adapted and applied to the P2P network considered in WP3 in a way that respects its primary characteristics.

4.1.1 Current Business Transactions

For the simple transactions (adhering to ACID properties), the initiator of the transaction tries to control the workflow (Figure 4.1). A centralised control provides the atomicity, consistency and isolation of the transaction and durability of the results is supposed to be provided by the initiator (and sometimes other involved parties of a transaction). But in advanced applications these properties present unacceptable limitations and can reduce the performance dramatically [Elm94].

A high range of B2B transactions (business activities [CCC+05] or business transactions [RKM06]), has a long execution time period. Strictly adhering to ACID properties for such transactions can be highly problematic and can reduce concurrency dramatically. Further more, the lack of reliability and availability of the initiator, can bring more instability to the business environment.
In 2001, a consortium of companies including Oracle, Sun Microsystems, Choreology Ltd, Hewlett-Packard Co., IPNet, SeeBeyond Inc. Sybase, Interwoven Inc., Systinet and BEA System, began work on the Organization for Advance Structured Information Systems (OASIS) Business Transaction Protocol (BTP), which was aimed at business-to-business (B2B) transactions in loosely-coupled domains such as Web Services. By April 2002 it had reached the point of a committee specification (see [CDF+03] and [FDF+04]).

At the same time, others in the industry, including Microsoft, Hitachi, IBM, IONA, Arjuna Technologies and BEA Systems, released their own specifications: Web Services Coordination (WS-Coordination) and Web Services Transactions (WS-AtomicTransactions and WS-BusinessActivities) [CCJ+04]. Recently, Choreology Ltd. started an effort for a joint protocol which attempts to cover both models. A number of open problems with each protocol have been encountered and these are detailed in several reports by Choreology, e.g. see [FuG05].

The detailed analyses of these models have been discussed in deliverable D3.1 [RMK07] but in general they rely on a heavy coordinator which it is provided by a large enterprise and provides correctness and recoverability (Figure 4.2). The primary assumption of these two is tight coupling between participants and coordinator, violating the local autonomy of SMEs (because of violation of loose coupling). Furthermore lack of forward recovery and omitted results brings considerable negative impact on the SMEs. Currently, the centralised control of a transaction is provided by large enterprises (LEs) which is something that forces the involvement of large enterprises in the transaction and ignores the fully distributed aspect of digital ecosystems.
In D3.1, we have described a distributed model of multi-service long-running transactions which has been designed for open collaborations within a community of SMEs in digital ecosystems. The model considers various forms of service composition to cover a wide spectrum of business scenarios. It allows the sharing of uncommitted results within a transaction as well as the exchange of results across transactions before their final commitment (partial results). At the heart of the model are the distributed log structures, provided by the IDG and EDG graphs, which in combination with the fine-grained lock mechanism allow for maximal concurrency in the transactional environment of a digital ecosystem.

The transaction model (in OPAALS/DBE) provides the capability for efficient recovery management, in terms of preserving as much progress-to-date as possible (omitted results), and provision for alternative scenarios or paths of execution (forward recovery). Using local coordination not only avoids any violation of local autonomy but also provide a fully distributed model for the transactions to be executed (Figure 4.3).

The durability and reusability of the transaction and stability of the transaction (as the dynamic nature of SMEs) remains as some unanswered questions. It is important to avoid the abortion of the transaction even when some (or even all) participants are temporarily disconnected. This problem has been solved when one of participant (at each nested part of the transaction) is/are disconnected. But we try to provide a highly reliable environment which can cope with dynamicity of SMEs and high probability for their disconnections.

On the other hand, it is very important to keep the result of a successful or unsuccessful transaction (even by considering regular unavailability of initiator and other participants). Other issue is lookup

Figure 4.2. Applying coordinator framework (e.g. WS-Coordination)
algorithm even more knowledge of unavailability of SMEs or their services based on their natural behaviour. This can be argued by the probability of fragmentation on such a network (D3.1). Our goal is not just providing a network structure for answering these requirements but also reusing fragmented network structures provided by the transactions to create a fully connected network.

4.1.3 Temporary Virtual Private Networks

As shown in Figure 4.3, the actual execution of a transaction creates a temporary network between service providers which will disappear after the transaction is finished. However, this network has some unique characteristics which are worth keeping for later use.

![Figure 4.3. Local coordination on each platform](image)

Apart of being fully distributed without any centralised control, it inherits all of the transaction model properties (D3.1 [RMK07]): in one hand, it is loosely-coupled which gives full local autonomy to platforms, and on the other hand it has resistance on failure and can be recovered - it can even handle short-term disconnections as the traffic is not focused on a centralised point. Meanwhile the platforms involved in a transaction are in a related domain and there is probability for them to do similar transactions again.

4.2 Virtual Private Transaction Networks

The temporary network created by a ‘Transaction’ is called Virtual Private Transaction Network (VPTN), as apart from the participants in the transaction, naturally they are shared with other platforms and normally they are not created as an actual network. Because of the specific properties of these networks we consider a component for keeping them and adding ability for re-using them.

Figure 4.4 shows a collection of these networks. Clearly, VPTNs are a collection of fragmented networks, apart from occasional overlaps between different transactions which is also transparent.
4.2.1 Global Service Repository

Actually the important duty of ‘Global Service Repository’ (introduce in section 3.1.4) is keeping these VPTNs. In the aspect of implementation, the simplest option which we considered is using a database but we consider the adoption of this to other forms (such as some standard schema which may show the connection and relationships). An example is given in Figure 4.5. The Local Coordinators are connected to the Global Service Repository, they can update links and information about other participants and their services can be saved. In this way, VPTNs can be saved permanently.

It is important to mention, keeping this information is not the only duty of ‘Global Service Repository’. Actually ‘Global Service Repository by using ‘Web Service Information Investor’, try to update its information about other platforms (web services) based on the architectural requirements (which may be clearer until end of this document) and at the same time, by using ‘Web service Promoter’, tries to transfer its records to the other platforms for creating more stable network (which will be explain in the rest of this chapter). Figure 4.5 can explain these connections between ‘Global Service Repository’ and ‘Web service Promoters’ and ‘Web Service Information Investor’. There are several beneficial properties for this
architecture. We discuss some of them here and in the next deliverable we will analyse them in greater detail.

![Diagram of Local Agent A and Local Agent B](image)

**Figure 4.5.** The role of ‘Global Service Repository’ in respect to Local Coordinator and VPTNs

### 4.2.2 Reliability and Result Prediction

One of the immediate benefits of considering the VPTNs is reliability and ability for prediction of the results on alternative scenarios. Based on the availability of platforms (services), a transaction can have more reliable execution and even during a temporary disconnection of a platform we can virtually keep the connection alive and give a timeout for return of the platform. The actual mechanism at the transactional level is implemented by the time-out lock (T-Lock) scheme introduced in deliverable D3.1 [RMK07].

Furthermore, the transaction effectiveness can be measured even before executing the transaction. If a service is not available (the service provider platform is disconnected, etc), the execution of alternative scenarios can be predicted and if the service is a vital service for the transaction (meaning that there is no alternative for that and success of the transaction depends on that specific service), the initiator can avoid executing the transaction altogether, since there is clear indication by the network itself that it will not be successful.

### 4.2.3 Losing valuable information

The current infrastructure avoids losing valuable information to some extent and provides practical methods for forward recovery (which has been discussed in view of the transaction model at a design level in deliverable D3.1 when we discussed the alternative coordinator during the failure or failing of achieving transaction/scenario condition, and from a more formal modelling perspective in Section 2.3.8 in this document). Even the result of an unsuccessful transaction can be saved and reused in restarting the transaction. On the other hand, keeping track of participants in the Global Service Repository gives us the ability to retrieve information about services and their platforms and we may need to repeat the same operation for that. Having information about web services of different participant and some information about availability of that (which supposed to be kept on ‘Global Service Repository), can be helpful for starting the same transaction or even new transaction which share some parts of the unsuccessful transaction. Meanwhile it is possible to analyse the reasons of failure and tracking the operation of the transaction.
As each participant keeps the information about the others in its ‘Global Service Repository’, in this way the VPTN of a particular transaction is stable (and safe) during the transaction life time (even if some participants temporarily disconnects from the network). An exceptional situation may occur when all participants (including the initiator) are disconnected at the same time. Unfortunately in these circumstances the reliability of the Global Service Repository can be questioned (as currently any update on a VPTN can be instigated by the participants of the transaction). For solving this problem, in the next sections we move on from a fragmented network to a de-fragmented network with some permanent clusters, which can guarantee the reliability of the stored information.

4.2.4 Visualization

In our first attempt at visualisation, we have considered some simplifications which we hope by providing material from other partners of this work package (WP3) will gradually become more and more accurate:

- Geographical Distance: as we do not have specific data about geographical distance and its effects (such as time zone which it is quite effective factor on availability function and other parameters), we have had to use a random function. Figure 4.6 shows a simple example of such a distribution.
- Average or specific network traffic between SMEs, the average usage of web services between them.
- The number of potential candidates for stable nodes (or permanent online node, if there is such thing!).
- The mathematical model used for the formal analysis of the transaction behaviour described in Chapter 2 of this report is expected to be extended to fully cover all concepts of the distributed transactional model. Further improvements on aspects such as the minimum numbers of nodes in the network which can improve the final stability function, or even some alternative model from other partners which can fulfil the requirements of workpackage 3 (D3.1 contains a full specification of the requirements).
- Any specific improvement factor on the evolutionary framework. Our current evolutionary framework has added some values to the model which has been described in this report but work in this respect is in progress and the evolutionary model is open for additional modifications based on the network requirements.

Under these assumptions, we have started our visualisation by using a random geographical function and simplified time-zone for SMEs. In Figure 4.6, we demonstrate a sample of current design which it is based on our random assumptions.
4.3 Stable Private Networks

For reaching stability in each VPTN, we try to find some measurement of stability for each node in the network. Actually, it turns out that the probability for availability of each node is the important factor. For this reason, in this section we try to analyse this factor by using service availability and later on, we can use to ensure better stability in the network. Our purpose is to find a good candidate in each VPTN for keeping information about the private network in its repository and in this way have maximum stability of the network in time (for example, it may be able to keep this information for some hours!). Then in the next section we try to improve this network towards a fully permanent network.

4.3.1 Service Availability

As new characteristic, ‘service availability’ (which can be considered as part of Quality of Service QoS) is introduced. It is possible to get the regulation of platform/service availability which mostly is related to the regional time zone. For example specific SMEs in UK provide their services between 8:00AM and 17:00 GMT and this can be quite similar for other SME in UK. This regular availability can be derived by their business model or calculated by node neighbourhoods or simply provided by the SME itself.

In our model, service availability is like a promise from the business for being available on a specific time-frame regularly. This means we expect a service to be available in the time period which the business promised (as it is in this time frame it expects to do its transactions). Service availability can be dynamic.
and changeable by the business. But the important point is that any unavailability during the service availability can reduce the stability measurement of the corresponding node.

### 4.3.2 Stability and Disconnections

As is shown in Figure 4.7, each SME has a property which shows the Expected Availability Time (EAT). Nevertheless, during this expected availability time it may disconnected. These disconnections will reduce stability (reliability) of the corresponding node in the final selection. This is the most important factor for considering the node as the most stable node in each VPTN. This stability can be simply calculated as below:

\[
\text{NodeStability} = \frac{\text{EAT} - \text{DisconnectionPeriods}}{\text{EAT}}
\]

As is clear \(\text{NodeStability} \leq 1\) and a node whose \(\text{NodeStability}\) is closer to 1 is the most stable node in that specific VPTN and thus can keep the full and updated information about services and their providers in its repository.

![Figure 4.7 A node online timeline](image)

### 4.4 Connected Network (Virtual Service Network)

In this section, we try to provide a fully connected network (without any fragmentation) by connecting VPTNs together. The best candidates for connecting VPTNs together are the most stable nodes in each VPTN. Figure 4.8 shows the demonstration of this connected network, in this deliverable, we mostly focus on the result of such a network (which shows the characteristics and necessities of it) and we assume...
creating this network with the birth of OPAALS is feasible (in the next deliverable we will go through
details of creation of the network by improving the birth model.

By connecting VPTNs, we mean ‘Global Service Repository’ of each candidate in each VPTN, will be
connected to the candidate of the other VPTN. In this way we can improve the stability of the connected
network (the maximum time for the network to be alive). However, we cannot warranty full stability of the
network and still cannot avoiding the occasional fragmentation (because even in the best case, it is
dependent on each platform’s availability and if the total online time of all stable nodes cannot cover 24
hours, our network will collapse for some period of time, precisely that in which all of them are not
available).

Figure 4.8: VSN (Connected VPTNs)

Figure 4.9, shows how nodes can be connected at the components level of our local agent based design
discussed in Chapter 3. This shows the relationship between our model and the component based design of
each local agent. The connection between nodes can be provided by two components: the Web service
Promoter and the Web Service Information Investor.
When any changes happen for some records of the local or the Global Service Repository, they use the Web service Promoter's interfaces and the Web service Promoter can use interfaces provided by the Web Service Information Investor in the other Local agent and Web Service Information Investor at that agent can update its Global Service Repository if needed (because in some cases it could be done already). As a result the Global Service Repository of an agent will use the same interfaces for Web service Promoter at the agent and this will be done for any agent connected to the Local agent. In this way, any changes on connected agents can be updated quickly. (More details can be found in the discussion in Section 3.1).

### 4.4.1 Permanent Node and Weaknesses

We have seen that by connecting the most stable nodes in each VPTN there is still considerable probability for fragmentation. It seems that the best solution is to use the most stable nodes which are permanently connected (their EAT is 24 hours). Figure 4.10 shows such nodes. In this figure, we have tried to shows different collection of SMEs, normal terminal-shapes presents small (and micro) enterprises/businesses which are not stable and their availability is very limited (their regulation for being part of the network will not follow their availability pattern) and server-shapes in the figure are small to medium enterprises which based on their business nature are available during a time period but their availability pattern is more stable than terminals and at the same time they are more available. And quadruple-server shapes are medium enterprises which bases on their business nature (for example a medium size 24-hours taxi agency with reasonable stability function) are available but that does not mean they are fully stable (they have more stable functionality).
First of all, the number of these nodes in the network is quite low (if there are any). After finding such nodes, all most stable nodes from each VPTN must connect to such node(s) and perform regular updates through their Web Service Information Investor and Web service Promoter is necessary. Not only does this creates a costly traffic complexity but also we have to rely on few points of failure. That means the connected network is vulnerable to smart attacks (targeting the permanent nodes) and even accidental failures of permanent nodes are a significant risk.

Furthermore, peak-time and off-peak time for network traffic can make different problems. At the peak-time, traffic bottlenecks can reduce the performance dramatically while at the off-peak time the probability for fragmentation increases and the range of tolerance reduces. As time progresses, due to the strong dependency on permanent nodes, the topology will become completely static and finding new candidates for permanent nodes becomes more and more difficult. It is important to also consider the low performance of the expensive permanent nodes for their owners, since they come under increasing pressure (more traffic) in order to stabilise the network than doing any business of their own.

4.4.2 Virtual permanency and Permanent Clusters

As a first step towards moving to a more dynamic architecture which does not rely on just a few permanent nodes, we try to find permanent clusters on the network. For doing so, different time-zones for service availability should be detected and the most stable nodes in each VPTN of different time zones have to be selected.
The important part for finding permanent clusters is discovering different aggregations of these time zones which can cover 24 hours availability. Any union of the stable nodes of this aggregation (which provides 24 hour availability coverage) are actual permanent clusters. Figure 4.11, shows the simple situation in which two sets of time zones which can cover 24 hour service availability – the most stable nodes have been selected.

Figure 4.11: Stable nodes and virtual permanency

In Figure 4.11, there are different collections of SMEs. Similarly to Figure 4-10, terminal shapes presents small (and micro) enterprises/businesses which are not stable and their availability is very limited (their regulation for being part of the network will not follow their availability pattern) and server shapes are small to medium enterprises which based on their business nature are available during a time period but their availability pattern is more stable than terminals and at the same time they are more available, meanwhile servers with green sign have a good stability and are from the same time zone. On the other hand, servers with creamy sign similar to servers
with green sign, they have good stability but they are in different time zone (which these two time zones together can cover 24 hours of a day!). And quadruple-server shapes are medium enterprises which bases on their business nature (for example a medium size 24-hours taxi agency with reasonable stability function) are available but that does not mean they are fully stable (they have more stable functionality).

4.4.3 Virtual Super peers

As shown in Figure 4.12, by using stable nodes from permanent clusters, we can create Virtual Super Peers which can provide our desired stability for the network. Up to a level of reliability which we need, we can include redundant stable platforms from each available time zone. For example, in Figure 4.12 we have included two stable nodes from each time-zone (this increases the reliability).

In this manner, VPTNs can be connected and we can provide a connected network. Meanwhile the traffic is spread on VSPs, and since choosing stable nodes is a dynamic process (depending on EAT to Disconnection period of node during EAT) the topology can change from time to time. Furthermore, we expect a reasonable cluster coefficient (as each VPTN belongs to a transaction, they are in relevant domains and by connecting them to several VSPs, we actually increase the opportunity for that) and a fair distribution degree (as a result of propagating links to VSPs).
4.5 Evolutionary framework

The initial inspiration of the current model (described above) is drawn from the evolutionary framework. The primary requirement for an autopoietic P2P network is that there is no centralised directory as there is no precise control over the network topology or the placement of content/services on the network. It is formed by nodes joining the network following some loose rules.

The resulting topology has certain properties but, in contrast to structured designs, the placement of content is not based on any knowledge of this topology. To find content/services, a node queries its neighbours. The most common query method is flooding – the query is propagated to all neighbouring nodes within a certain radius. Unstructured designs are extremely resilient to nodes entering and leaving the system. We refer to the policy (model) which is applied when a node enters and/or leaves the network as the birth and growth model.
4.5.1 Requirements for evolutionary framework

It is important to clarify the priorities and then discuss reliability according to these priorities. In this way, we might be able to reach some level of formalisation or clear measurement of reliability within the network. In different scenarios/models, these priorities can be in conflict with each other and therefore, as a primary solution, we may need to engage in a trade-off (decrease the expectation in certain circumstances) between levels of reliability in view of different scenarios.

One of the major challenges in P2P network has to do with fragmentation – the situation where the network is divided to a number of smaller isolated networks (‘islands’). Undoubtedly, the design of the autopoietic P2P network for OPAALS should take into account fragmentation as a top priority for reliability, but also for recoverability (most important in a business transactional environment, as discussed in D3.1 [RMK.07] Ch. 2), and latency (especially with regard to content sharing), which are also considered to be high priorities.

4.5.2 Connectivity

Analysing the distribution degree function alone can often mislead the reliability discussion. As a simple example, we may consider reliability in a typical scale-free network. In the first instance, the network failure tolerance and recoverability may indicate high resistance to fragmentation. However, a smart attack on hubs can have the directly opposite results, which may be missed in the first analysis of the network reliability. The situation is described in Figure 4.13.

![Figure 4.13 Fragmentation in scale-free networks](image)

In this case, parameters such as network connectivity, edge propagation and minimum number of edges per node, can play an important role for resistance against fragmentation. Additionally, replication at
the level of network edges – that is, replication of edges instead of contents replication – can be considered as another important factor.

4.5.3 General performance

Another puzzling concept in the autopoietic P2P network is latency. Traditionally, there has been a dispute regarding the role of concurrency in relation to latency (see Figure 4.14). But this argument is mainly valid when we are dealing with any level of centralised control/processing in which any preceding transaction (request) has to be followed and checked by some centralised authority. This may be a simple identity check or the application of a complicated centralised concurrency control mechanism for ensuring consistency.

In contrast with this view, the autopoietic P2P network neither relies on a centralised authority, nor suffers from global topological control. Furthermore, the autopoietic P2P network is supposed to be fully distributed and this implies that each node can act as a distributed unit for processing requests and improving latency. Consequently, allowing for more transactions to execute concurrently not only does not deteriorate latency but also seems necessary for recuperating the performance (latency) and exploiting the potential processing power of the system (recall D3.1 Chapter 2, especially the discussion in Section 2.4.2).

If the autopoietic P2P network for OPAALS is to be considered for content/knowledge sharing too, and not only as a P2P network which provides a high performance transactional environment for SMEs, then another factor may play a crucial role too: the handling of data packages.

The loss or delay of data packages will have a direct impact on the response time, as shown in Figure 4.15, which means the middle-ware nodes for routing (or even data processing) have a significant role to play with regard to latency. Of course, any traffic bottlenecks and unreliable nodes at the heart of the network have the foremost impact on the latency.

Figure 4.14 Latency

Figure 4.15. Latency in relation to throughput
4.5.4 Evolutionary candidate model

Considering the above requirements, we propose to draw upon the evolutionary growth of metabolic (signal transduction) networks, as studied in the work of Rzhetsky and Gomez [RzG01], [GLR01], in designing the birth and growth model for the autopoietic P2P network in OPAALS. The analysis by Rzhetsky and Gomez shows that the evolutionary growth of metabolic networks has scale-free characteristics while it also has some interesting properties with respect to network connectivity.

The frequency of vertices connected to exactly k other vertices in metabolic (signal transduction) networks follows a power-law distribution. On the other hand, the distribution function degree is equivalent to
\[ P(k) \sim k^{-\gamma} \]
or, precisely
\[ P(k) = c.k^{-\gamma} \]
when c is a normalizing constant and \( \gamma \) diverges across networks (but usually has a value between 1 and 3) [BaA99].

The network follows a fractal model, as the shape of this distribution remains invariant to changes in network scale. This means that a small sub-graph has the same distribution as the complete graph from which it is derived. As the total number of different DNA and protein domains in a genome with both the total number of genes and the overall network topology, make an equation [KWR’02], it is statistically possible to analyse the relationship between the edge duplication/creation and the network topology.

4.5.5 Growth of metabolic networks

Based on the Rzhetsky and Gomez hypothesis [RzG01], [KWR+02], [GNR03] in molecular networks each edge is implemented as a pair of mutually specific molecular structures. For example, in the case of an edge corresponding to phosphorylation of protein B by protein A, the beginning of an edge in protein A is encoded as a kinase domain, whereas the ending of the same edge in protein B is encoded as a specific protein domain recognized by the kinase domain of protein A.

In another example, the beginning of an edge is encoded as a DNA-binding domain of a transcription factor, whereas the ending of the same edge at a gene regulated by the transcription factor is encoded by a DNA motif specifically recognized by the DNA-binding domain.

As a result, Rzhetsky and Gomez, have introduced a directed graph in which up the direction of the edge (towards the node or opposite) is given in ‘upstream domain’ and ‘downstream domain’ terms. Each vertex of a molecular network is assumed to have either both upstream and downstream domains, or just one of the domains.

Furthermore, the authors advocate that upstream and downstream domains experience independent duplication and that after duplication, each new domain copy randomly picks a domain from the available pool of domains of the opposite type (upstream or downstream) to form a two-domain protein. If there is no domain of the opposite type available, a one-domain protein is formed.

In the Rzhetsky and Gomez model, a domain is defined as a functional unit that provides a specific interaction between two molecules. Note that, in the case of downstream domains, their definition lumps together protein and DNA domains so as to include network edges that correspond to transcription activation/inhibition events. In this analysis they use the InterPro and Pfam databases to identify protein domains.
4.5.6 Domain duplication or link replication

In this model, the number of upstream and downstream domains in each class has been monitored (without analysing how these domains are combined into genes or proteins). As a general approach for modelling stochastic processes, the primary assumption is that evolution in the network is governed by a homogeneous continuous-time Markov process, in which individual changes in the network arrive spontaneously but at constant rates. We note that this assumption may need to be changed/refined to model more realistic chains of events in the autopoietic P2P network, but nevertheless provides a valuable starting point.

One of the major evolutionary events that affect network growth is the duplication of genes and proteins (Figure 4.16). We can model domain duplication as some level of replication, the so-called link replication, which mostly inherits the nodes’ links of the original copy. As a result of applying link replication, the connectivity of the network will be increased.

If we want to make some similarity with our model; ‘upstream’ can show availability of a node in particular in the Global Service Repository while ‘downstream’ shows the node is addressed by another node (who pointed to that node and has the address of node on its ‘Global Service Repository’). Actually this model has been the main inspiration for the structure and behaviour of the Global Service Repository.

Figure 4.16. Domain duplication with some modifications from [GNR03]

The example shown in Figure 4.16 part b (creating a new edge from node 3 to node 2) easily can be interpreted in our model as adding the address (or some web services) of node 2 in node 3’s Global Service Repository.
4.5.7 Edge innovation: adding a node to the network

The second type of major event in evolution is the birth of new classes of edges (see Figure 4.17). This is often called edge innovation. Similarly to the evolutionary growth of metabolic networks [KWR’02], [RzG01], the birth of a new class of edges can happen during the addition of a new node to the network. Innovation can also be applied during the process of de-fragmentation – that is, when a fragmented network would try to connect to the other fragmented part of the network.

In this paradigm, adding a new node can be started by innovation of new class of edge to that particular node (Figure 4.17 can be helpful in this respect) and in our local agent structure, this can be simple insert a record to ‘Global Service Repository’ of main node (who is pointed to the new node).

After that domain duplication can provide more reliable connectivity between the new node and the rest of the network (at least reverse connection, which having an upstream from new node to the rest of the network). In term of de-fragmentation, innovation of new class of edges between two nodes of fragmented networks can be consider as the solution (in evolutionary framework point of view) and that can be tighter by domain duplication in the next step.

![Figure 4.17. Edge innovation with some modifications from [GNR03]](image)

The adaptation of basic concepts from the model for the evolutionary growth of metabolic networks, together with the two basic events in evolution – namely, domain duplication and edge innovation – form the foundation for a birth and growth model for the autopoietic P2P network in OPAALS. Following this biologically-inspired approach (apart from being within the cross-disciplinary spirit of the OPAALS community), allows for interesting characteristics of this model, such as good connectivity and stability of the resulting scale-free network (with high resistance against hubs attack because of distribution degree and fractal nature of the network), can be inherited in the P2P network. As an advantage this model provides, the total number of network vertices is at least three times as large as the number of genes, (based on the analysis by Rzhetsky and Gomes)
\[ D(t) \geq 3 \cdot G \frac{\sum_{i=1}^{V} f^{-\gamma_n}}{\sum_{j=1}^{V} f^{-\gamma_n+1}} \]

where the coefficient \( \gamma \) may vary approximately from 2 to 3 for most metabolic networks, \( G \) is the number of genes and \( D \) is the number of pairs of distinct domains. This means that network stability can be increased in terms of connectivity, as with increasing the network size (number of nodes), the connectivity between nodes increases faster (numbers and classes of edges). This is one of the reasons for applying the model to our main P2P network.

### 4.5.8 Unconstructive innovation: removing a node from the network

In the original evolutionary growth of metabolic networks, domain duplications and edge innovations are applied based on a probability function (which can be calculated statistically), and there is no proper model for losing class edges. In contrast with that, dynamicity of SMEs’ behaviours shows they may disconnect from and join the network regularly – this may even happen as a pre-defined behaviour, such as opening business hours. This is one reason we have started to make some extension to the model governing the evolutionary growth of metabolic networks.

In the first instance we may reimburse unconstructive innovation by applying domain duplication. In this way, not only does the connectivity function does not act in an adverse way but also the scale-free properties may be enhanced (higher distribution degree on the stable nodes which do not disconnect regularly).

Figure 4.18 shows an example of unconstructive innovation in which a node after losing an edge will be supported by its neighbours (by supporting here we mean that other nodes apply domain duplication on that particular node resulting in more upstream and downstream edges to and from the node which lost a neighbour).

![Figure 4.18. Unconstructive Innovation](image)

Therefore, when a node is on the system for long, even if it loses neighbours, its connectivity will increase. As an inspiration of this model, we have added this to our first design of the autopoietic P2P network.
network (see D3.1 [RMK07] for more details). As a result, the probability function used by the original evolutionary growth of metabolic networks for domain duplications and edge innovations cannot be applied directly. In any case, we are looking forward to seeing the statistical study of other partners to have better estimation of SMEs pattern behaviour in the real-world and as a result re-calculate the probability function for all three major events in the network (domain duplication, edge innovation and unconstructive innovation). For avoiding unpredictable instability, we have introduced the availability function and remodelled domain duplications based on that (recall Sections 4.3 and 4.4).
5 Concluding Remarks

In this report we have described work related to the key target (objective 6) of OPAALS which is concerned with the development of a P2P architecture to support distributed long-running transactions in open communities of SMEs. A large number of transactions are expected to take place in a digital ecosystem for business and a large number of SMEs are expected to participate (joining and leaving the network periodically) if the proposed solution can foster an environment in which open and trusted collaborations can be conducted that ensure their sustainability within a pan-European digital ecosystem. This implies that a large number of (critical) interactions will take place over the P2P network, and thus there is a need for a formal analysis on both fronts – the distributed transaction model and the underlying P2P network characteristics.

Whilst deliverable D3.1 [RMK07] focused on the design of a distributed transaction model for digital ecosystems and a purely distributed peer-to-peer network to support it, in this deliverable we have been concerned with the formal analysis of the behaviour of long-running transactions and the underlying service compositions involved, as well as the performance analysis of the P2P network that supports distributed long-running transactions, including aspects of the evolutionary nature such architecture should have.

We gave a brief account of the nature of the (mostly, but not exclusively, business) activities expected to take place within a digital ecosystem and outlined a number of surrounding issues that frame the concept of a transaction in this context. Long-running business transactions have only recently attracted the interest of the formal methods community within computer science, and we reviewed different models that have been proposed for capturing the behaviour of a long-running transaction. This revealed that a number of (important) aspects have not been adequately considered and we described a formal model of long-running transactions that goes some way to addressing some of these issues.

In particular, we advocated a vector language based description of a transaction that can be used to formally describe the behaviour patterns the underlying service compositions should follow when the transaction is executed. The proposed model, in its current state, can capture dependencies within a transaction (release of data between its subtransactions, orderings according to heuristics or business processes themselves). In addition, the formal description of long-running transactions we gave in Chapter 2, is firmly based on well established computer science theories. An immediate benefit of this is the ability to describe parallel actions faithfully, in the sense of true-concurrency rather than simply composition of independent sequential actions. Another side effect is that the resulting model is rather generic, meaning that there is no foreclosure for describing dependencies across transactions (e.g. partial results) and work is under way in this direction.

Note that this would place the transaction model in a very good position within the asynchronous-messaging Ajax world, which is the centrepiece of Web 2.0, but also critical for adopting this technology for the OPAALS OKS. The issue of asynchronous communication within a webpage and the asynchronous calls to the server, for example, can be informed by the formal model presented in Chapter 2 (Section 2.3) which is expressive enough to capture multiple access points and the dependencies that arise when communication occurs between them.

As stated in our first deliverable (D3.1) of Workpackage 3, we are considering SOA as the enabling technology for a digital ecosystem for business. This means that our design of both the transaction model and the supporting P2P network should respect the primary characteristics of SOA. The challenge of coordinating long-running multi-service transactions in a fully distributed manner led to the development of a local agent whose structure was described in detail in Chapter 3. The proposed solution paved the way for starting the implementation of the model and this was demonstrated by a small scenario involving the booking of a taxi. More complicated scenarios and possible ramifications are being considered at the time of writing and the preliminary results are encouraging and will be reported in the following deliverables.
The analysis of a simple scenario for implementation also facilitated the overall analysis and design of the network, with regard to the transaction support it is meant to provide. It became apparent that keeping information about previous transactions and, perhaps even more importantly, of the temporary smaller P2P network over which they took place, can be used to inform the evolution of the topology of the overall P2P architecture. Results of this analysis including the arrival at a stable network which can avoid fragmentation and the usage of a temporary network initially created by individual transactions were discussed in Chapter 4, among with issues of service and node availability as well as dealing with temporary disconnections. Further experimentation with the evolution model inspired by the networks of cell metabolism is needed to arrive at the best candidate parameters for increasing the performance.

We also described the evolution model nominated for the evolutionary framework behind the proposed P2P architecture. We showed what were the necessary changes and improvements for its adaptation and outlined how we have gone about applying this model to our network. Another interesting aspect which deserves further attention is that of reusing the results of previous transactions as the starting point for realising explorative composition, since this seems to be the starting point for composing services on-the-fly. Work is in progress in both respects and shall be reported on in our next deliverables.
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