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Children’s online participation and digital 
lives raises pressing questions about their 
capacity to act in ways that fulfil rather than 
undermine their rights, and about the 
responsibility of others (…) to support them





• “Neither a right to secrecy 
nor a right to control, but a 
right to appropriate flow of 
personal information”

• Privacy is vital for 
autonomy, identity, trust, 
participation, development, 
and well-being – as both 
means and end (as in 2012 
OECD typology of risks)

• The digital environment 
continually reconfigures 
practices, opportunities 
and risks, thereby 
challenging understanding
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Systematic evidence mapping: 
• How do children understand, value and 

negotiate their privacy online?

• What are the capabilities and vulnerabilities 
with which children approach the digital 
environment? 

• What are the significant gaps in knowledge 
about children’s data and privacy online? 

• Search: 19 databases yielded 9,119 search 
items + 270 expert suggestions

• Analysis: 130 empirical studies, 266 
framing studies; report in progress

Interviews with children, parents, teachers …



Differences 
among 
children

• Age / maturity / development

• Media (& other) literacies

• Socio-economic & other inequalities 

• Resilience / vulnerability



5-7 years 

Interpersonal privacy
Institutional and 

Commercial Privacy

• A developing sense of ownership, 
fairness and independence

• Learning about rules but may not 
follow, and don’t get consequences

• Use digital devices confidently, for a 
narrow range of activities

• Getting the idea of secrets, know 
how to hide, but tend to regard 
tracking/monitoring as helpful

• Limited evidence on understanding 
of the digital world 

• Low risk awareness (focus on 
device damage or personal upset)

• Few strategies (can close the app, 
call on a parent for help)

• Broadly trusting



8-11 years 

Interpersonal privacy
Institutional and 

Commercial Privacy
• Starting to understand risks of 

sharing but generally trusting

• Privacy management means rules 
not internalised behaviour

• Still see monitoring positively, as 
ensuring their safety

• Privacy risks linked to ‘stranger 
danger’ and interpersonal harms

• Struggle to identify risks or 
distinguish what applies offline/ 
online

• Still little research available

• Gaps in ability to decide about 
trustworthiness or identify adverts

• Gaps in understanding privacy 
terms and conditions

• Interactive learning shown to 
improve awareness and transfer to 
practice 



12-17 years 

Interpersonal privacy
Institutional and 

Commercial Privacy

• Online as ‘personal space’ for 
expression, socialising, learning

• Concerned about parental 
monitoring yet broad trust in 
parental and school restrictions

• Aware of / attend to privacy risks, 
but mainly seen as interpersonal

• Weigh risks and opportunities, but 
decisions influenced by desire for 
immediate benefits

• Privacy tactics focused on online 
identity management not data 
flows (seeing data as static)

• Aware of ‘data traces’ (e.g. ads) and 
device tracking (e.g. location) but 
less personally concerned nor 
aware of future consequences

• Willing to reflect and learn 
retrospectively; media literacy 
education best if teens can use new 
knowledge to make meaningful 
decisions



• Child-rights-respecting policies for the digital 
environment are needed to balance protection and 
autonomy, and prevent discrimination and long-term 
consequences

• Sustained media (data, digital, critical) literacy education 
from an early age is vital, but not a “silver bullet”

• Support children by supporting parents, teachers, welfare 
bodies able to address “best interests” and vulnerabilities

• Privacy-by-design, mechanisms for redress, enforcement, 
evaluation all important, and should be informed by 
strong evidence base and children’s voices

Recommendations
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