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Abstract

We propose a new estimator of multivariate ex-post volatility that is robust to microstructure noise and asynchronous data timing. The method is based on Fourier domain techniques, which have been widely used in discrete time series analysis. The advantage of this method is that it does not require an explicit time alignment, unlike existing methods in the literature. We derive the large sample properties of our estimator under general assumptions allowing for the number of sample points for different assets to be of different order of magnitude. The by-product of our Fourier domain based estimator is that we have a consistent estimator of the instantaneous co-volatility even under the presence of microstructure noise. We show in extensive simulations that our method outperforms the time domain estimator especially when two assets are traded very asynchronously and with different liquidity and when estimating the high dimensional integrated covariance matrix.
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There have been many advances in the theory and application of volatility measurement from high frequency data. The ex-post measure of volatility called the quadratic variation has been the focus of much attention. The theory has been developed in a series of papers including: Andersen, Bollerslev, Diebold and Labys (2001), Barndorff-Nielsen and Shephard (2002, 2004) and Mykland and Zhang (2006). This work has been recently extended to take account of what is called microstructure noise when an underlying efficient price diffusion is distorted by measurement error in papers by: Zhang, Mykland, and Aït-Sahalia (2005), Zhang (2006), Kalnina and Linton (2008), Aït-Sahalia, Mykland and Zhang (2010b), Barndorff-Nielsen, Hansen, Lunde and Shephard (2008, 2011), and Jacod, Li, Mykland, Podolskij and Vetter (2009). In the multivariate case an additional issue arises, namely that the observations are asynchronous, i.e., transactions occur at different time points for different assets. Hayashi and Yoshida (2005) proposed an estimator of the integrated covariance that does not require synchronization. However, their estimator is inconsistent under the presence of microstructure noise. Malliavin and Mancino (2009) proposed a Fourier domain approach that does not require data alignment but they did not work out the theoretical results when the noise is present. Estimators addressing both the non-synchronicity and the microstructure noise have been proposed by Zhang (2010), Barndorff-Nielsen, Hansen, Lunde and Shephard (2011) and Aït-Sahalia, Fan and Xiu (2010a). The estimators are consistent with convergence rates respectively $O_p(n^{1/6})$, $O_p(n^{1/5})$ and $O_p(n^{1/4})$. The first two papers require aligning the data, although the consistency of their estimator is robust to the alignment. However, the hidden cost of data alignment and non-synchronicity for these estimators are that the sample size $n$ that appears in the convergence rate is the sample size of aligned data. Also, the drawback of Zhang (2010) and Aït-Sahalia et al. (2010a) is that the estimator cannot be generalized to dimensions higher than two unless the covariance matrix is estimated element-wise, which in turn does not guarantee the positive definite estimator. See Park and Linton (2011) for a more detailed survey.
The goal of this paper is to propose a new estimator of the general multivariate volatility measure that is robust to microstructure noise and to asynchronous data timing. The method is based on Fourier domain techniques, which have been widely used in discrete time series to estimate the long run variance. The key advantage of this method is that it does not require an explicit time alignment. Our results allow for the unbalanced case where one series has many more observations than another, which is quite common in intra-day financial time series. In Section 2 we give a setup of the model and assumptions regarding the sampling scheme. In Section 3, we propose a Fourier domain based estimator of integrated covariance. Section 4 presents the asymptotic properties of the proposed estimator without and with the presence of microstructure noise. The Fourier method is further extended to estimate the instantaneous covariance matrix and some economically interesting scalar functions of the integrated covariance matrix. We carried out extensive simulations and the empirical analysis reported in Section 5.

A word on notation. For scalars \(a\) and \(b\), \(a \land b\) and \(a \lor b\) denote the minimum and maximum value. For a series \(t_{i,j}\), denote \(\Delta t_{i,j} = t_{i,j} - t_{i-1,j}\), and for any function \(g\), let \(\Delta g(t_{i,j}) = g(t_{i,j}) - g(t_{i-1,j})\). We use \(\rightarrow_p\) to denote convergence in probability, and \(=\) to mean stable convergence described in the Appendix. For real sequences \(a_n\) and \(b_n\), \(a_n \simeq b_n\) means \(a_n = b_n + o_p(b_n)\). For a matrix \(A\), \(\|A\|_2 = \text{tr}(A^\top A)^{1/2}\). Let \(L\) denote the discrete time lag operator, so that \(LX_t = X_{t-1}\).

2. THE MODEL AND ASSUMPTIONS

2.1 Efficient Price and Parameter of Interest

The following assumption describes the general setting used throughout the paper.

Assumption 1. The efficient price process follows a Brownian semimartingale. For a \(d \times 1\) vector of logarithmic prices \(P(t) = [P_1(t), \ldots, P_d(t)]^\top\) defined on the filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_{t \geq 0}, \mathbb{P})\), we have

\[
P(t) = \int_0^t \mu(u)du + \int_0^t \sigma(u)dW(u),
\]
where $\mu(u) = [\mu_1(u), \ldots, \mu_d(u)]^\top$ is a vector of predictable locally bounded drifts and $\sigma(u)$ is a symmetric $d \times d$ matrix of locally bounded càdlàg processes with $\int_0^t \sigma(u)\sigma(u)^\top \otimes \sigma(u)\sigma(u)^\top du < \infty$ a.s. $W(u)$ is a $d \times 1$ vector of independent Brownian motion and is independent from the volatility process.

The matrix $\int_0^t \sigma(u)\sigma(u)^\top \otimes \sigma(u)\sigma(u)^\top du$, which we call integrated quarticity, appears in the asymptotic variance of the estimator discussed later. The assumption of locally bounded drift and diffusion coefficient are required to apply Girsanov’s theorem to remove the drift term in the theoretical derivation. Consider the discrete time grid $0 = t_0 < \cdots < t_n = T$, where $T$ is fixed, and let $P(t_i)$ denote the log price at those points. The quadratic covariation matrix of $P$ over a time interval $[0, t]$, $t \leq T$ is defined by

$$[P, P]_t = \lim_{n \to \infty} \sum_{\forall t_i \leq t} \{P(t_i) - P(t_{i-1})\}\{P(t_i) - P(t_{i-1})\}^\top,$$

(1)

where the limit is finite and well defined with probability one. Under Assumption 1, this is almost surely equal to the integrated covariance matrix

$$[P, P]_t = \int_0^t \sigma(u)\sigma(u)^\top du.$$ 

(2)

A natural estimator of (2) is the finite sum given in the definition of quadratic variation, which is called the Realized Covariance. Barndorff-Nielsen and Shephard (2002) showed that the Realized Covariance is unbiased and is a $\sqrt{n}$ consistent estimator of the integrated covariance under Assumption 1 and assuming synchronous trading. Throughout this paper we will reserve the square bracket to denote the quadratic variation, following the convention in the stochastic processes literature. The objective of this paper is to consistently estimate the integrated covariation matrix (2). The integrated covariance is related to the covariance matrix of prices by

$$\text{cov}\{P(t)\} = E\left\{ \int_0^t \sigma(u)dW(u)(\int_0^t \sigma(u)dW(u))^\top\right\} = \int_0^t E\{\sigma(u)\sigma(u)^\top\}du = E[P, P]_t,$$

where the second equality follows from Itô’s formula. Let $[P, P] := [P, P]_T$. We will denote
the \((i, j)\)-th element of an instantaneous covariance matrix by \(\Sigma_{ij}(u) = \{\sigma(u)\sigma(u)^\top\}_{i,j}\).

The \(j\)-th diagonal element gives an integrated variance \([P_j, P_j] = \int_0^T \Sigma_{jj}(u)du\).

Two problems are present in estimating (2). First, prices of different assets are observed at different times. Second, observed prices are distorted by noise and do not satisfy Assumption 1. We propose below an estimator that is robust to these two problems. We will examine in detail the two problems in the following sections.

2.2 Sampling scheme

In this section we describe the main assumptions we make on the observation times. We allow for unequally spaced and asynchronous observation times.

**Assumption 2.** The time span is fixed and scaled to vary between \([0, 2\pi]\). We observe log prices at discrete time points: \(0 = t_{0,\ell} < \cdots < t_{n,\ell} = 2\pi\) for \(\ell = 1, \ldots, d\), where \(n_\ell\) is the total number of observations for the \(\ell\)-th asset. The discrete time points are allowed to be stochastic and assumed to be independent of the price and volatility process. The total number of observation points \(n_\ell\) is large and \(n := \min_\ell(n_\ell) \to \infty\). Unless otherwise stated, all convergence below holds with probability one. For all \(a, b, \ell \in \{1, \ldots, d\}\):

1. The discrete time points satisfy \(\sup_{0 \leq i < n_\ell} (t_{i,\ell} - t_{i-1,\ell}) = O(n_\ell^{-1})\).

2. Denote the interval \(I_{i,a} = [t_{i-1,a}, t_{i,a})\) and \(I_{j,b} := [t_{j-1,b}, t_{j,b})\). Define the empirical quadratic covariation of time by

\[
Q_{abcd}^{(n)}(t) = (n_a \wedge n_b \wedge n_c \wedge n_d) \sum_{i,j,k,l;i_{i,a} < j_{i,b} \land k_{k,c} < l_{l,d} < t} \left((t_{i,a} \wedge t_{j,b} - t_{i-1,a} \lor t_{j-1,b}) (t_{k,c} \wedge t_{l,d} - t_{k-1,c} \lor t_{l-1,d})\right)
\times 1\{I_{i,a} \cap I_{j,b} \neq \emptyset\} 1\{I_{k,c} \cap I_{l,d} \neq \emptyset\} 1\{I_{\min\{i,a\},(j,b)} \cap I_{\min\{k,c\},(l,d)} \neq \emptyset\},
\]

where \(I_{\min\{(i,a),(j,b)\}}\) denote \(I_{i,a}\) if \(n_a < n_b\) and \(I_{j,b}\) otherwise. \(I_{\min\{(k,c),(l,d)\}}\) is equivalently defined. The empirical quadratic covariation satisfies \(Q_{abcd}^{(n)}(t) \to Q_{abcd}(t)\) as \(n_a \wedge n_b \wedge n_c \wedge n_d \to \infty\), where \(Q_{abcd}(t)\) is continuously differentiable.
3. The degree of non-synchronicity satisfies \( \sup_{i,j} |t_{i,a} - t_{j,b}| \mathbb{1}_{\{I_{i,a} \cap I_{j,b} \neq \emptyset\}} = O((n_a \wedge n_b)^{-1}) \).

Given any set of \( \{t_{i,a}, t_{j,b}\} \) such that \( n_a < n_b \), we assume that

\[
\sup_{0 \leq j \leq n_b} \#\{t_{j,b} \in [t_{i-1,a}, t_{i,a}]| \mathbb{1}_{\{I_{i,a} \cap I_{j,b} \neq \emptyset\}}\} = O\left(\frac{n_a \vee n_b}{n_a \wedge n_b}\right).
\]

The expression in Assumption 2.2 specializes to \( Q_{aa}^{(n)}(t) = n_a \sum_{i:t_i,a < t} (\Delta t_{i,a})^2 \), which appears in the asymptotic variance of the integrated variance estimator and \( Q_{aabb}^{(n)}(t) = (n_a \wedge n_b) \sum_{i,j:t_i,a, t_j,b < t} \Delta t_{i,a} \Delta t_{j,b} \mathbb{1}_{\{I_{i,a} \cap I_{j,b} \neq \emptyset\}} \), which appears in the asymptotic variance of the integrated covariance estimator. The expression (3) appears in the asymptotic covariance between the integrated covariance estimators. The Assumption 2 does not restrict the ratio of sample sizes of different assets to be bounded away from zero or infinity. One asset can be allowed to be much more liquid than the other. If Assumption 2.1 is further restricted to \( \inf_i \Delta t_{i,\ell} = O(n_{\ell}^{-1}) \) and \( \sup_i \Delta t_{i,\ell} = O(n_{\ell}^{-1}) \), then Assumption 2.3 is implied. Define \( \{T_i^{(ab)}\}_{1 \leq i \leq N_T^{(ab)}} := \{t_{i,a} \cup t_{l,b}, i = 1, \ldots, n_a, l = 1, \ldots, n_b\} \), where \( N_T^{(ab)} \) is a total number of data points for union of time stamps. The sample size of the union of time stamps, \( N_T^{(ab)} \) is of order \( O(n_a \vee n_b) \). We introduce here some notation we will use in the sequel. Denote the average interval size for asset \( \ell \) by \( \overline{\Delta t}_\ell := 2\pi/n_\ell \). When comparing asset \( a \) and asset \( b \), denote for convenience the average interval size of the more liquid asset by \( \overline{\Delta t}_{ab} = 2\pi/(n_a \vee n_b) \). We may drop the asset index whenever it is obvious.

3. ESTIMATION

3.1 Our Estimator

We propose to use the Fourier domain approach, which does not require data alignment at all. A nonparametric method based on the Fourier analysis of returns was first introduced by Malliavin and Mancino (2009). Frequency domain techniques are widely used in discrete time series analysis. One important and related application is the estimation of the long-run variance of a stationary time series analysis, which is equal to the spectral density at a frequency zero. We draw a natural link of such traditional method to the estimation of the
quadratic covariation of a continuous time processes.

The Fourier basis given by \( \{ g_t(q) := \exp(igt), q \in \mathbb{Z} \} \) where \( i = \sqrt{-1} \) and \( \overline{g_t(q)} \) denoting its complex conjugate, constitutes an orthonormal basis on the interval \( t \in [0, 2\pi] \):

\[
\frac{1}{2\pi} \int_0^{2\pi} g_t(k) \overline{g_t(j)} dt = \begin{cases} 1 & \text{if } k = j \\ 0 & \text{otherwise} \end{cases}.
\]

We can express the continuous time signal \( \{ \Sigma(t) \}_{t \in [0,2\pi]} \) as a linear combination of the Fourier basis with coefficient denoted by \( \mathcal{F}(\Sigma)(q) \) for \( q \in \mathbb{Z} \)

\[
\Sigma(t) = \frac{1}{2\pi} \sum_{q=-\infty}^{\infty} \mathcal{F}(\Sigma)(q) \exp(iqt), \tag{4}
\]

and its Fourier pair by

\[
\mathcal{F}(\Sigma)(q) := \int_0^{2\pi} \exp(-igt) \Sigma(t) dt, \quad q = 0, \pm 1, \pm 2, \ldots. \tag{5}
\]

This is the continuous time Fourier transform of an instantaneous covariation matrix and at \( q = 0 \) we have the integrated covariance. We will propose an estimator for the above general form in (5). The above Fourier pair suggests that once we estimate the Fourier coefficient by \( \hat{\mathcal{F}}(\Sigma)(q) \), we may reconstruct the signal by replacing the infinite sum by the finite sum

\[
\hat{\Sigma}(t) = \frac{1}{2\pi} \sum_{q=-n}^{n} \hat{\mathcal{F}}(\Sigma)(q) \exp(iqt).
\]

By Assumption 1, we have \( \{ \Sigma(t) \} \in L^2([0,2\pi]) \) which guarantees that (4) is finite and \( \| \hat{\Sigma}(t) - \Sigma(t) \|_2 \to_p 0 \). We next show how we can estimate (5) from the Fourier transform of the return process. We define the continuous time Fourier transform of return \( dP_\ell(t) \), \( \ell = 1, \ldots, d \) satisfying Assumption 1

\[
\mathcal{F}(P_\ell)(\alpha) = \int_0^{2\pi} \exp(-i\alpha t) dP_\ell(t), \quad \alpha = 0, \pm 1, \pm 2, \ldots \tag{6}
\]

where the integral is a stochastic integral. The discrete Fourier transform of the \( \ell \)-th asset is

\[
\mathcal{F}_n(P_\ell)(\alpha) = \sum_{j=1}^{n_\ell} \exp(-i\alpha t_j) \Delta P_\ell(t_j, \ell). \tag{7}
\]
Let \( \mathcal{F}_n(P)(\alpha) = \{\mathcal{F}_n(P_1)(\alpha), \ldots, \mathcal{F}_n(P_d)(\alpha)\}^\top \) for \( \alpha \in \mathbb{Z} \) denote the vector of such Fourier transforms. Denote the amplitude window by \( K_H(\cdot) : [-\pi, \pi] \to \mathbb{R} \). It is defined by \( K_H(\lambda) := HK(H\lambda) \), where the spectral window \( K(\cdot) \) satisfies the following assumption.

**Assumption 3** The spectral window \( K(\lambda), \lambda \in [-\pi, \pi] \) satisfies the following conditions:

(i) \( \int_{-\pi}^{\pi} K(\lambda) d\lambda = 1 \), \( \int_{-\pi}^{\pi} \lambda K(\lambda) d\lambda = 0 \); (ii) \( \int_{-\pi}^{\pi} |K(\lambda)|^2 d\lambda < \infty \), \( \int_{-\pi}^{\pi} |\lambda K(\lambda)|^2 d\lambda < \infty \) and \( \int_{-\pi}^{\pi} |\lambda^2 K(\lambda)|^2 d\lambda < \infty \); (iii) \( K(\lambda) \geq 0, \forall \lambda \in [-\pi, \pi] \).

Our proposed estimator of (5) is given by

\[
\hat{\mathcal{F}}(\Sigma)(q) = (\hat{\mathcal{F}}(\Sigma_{ij})(q))_{i,j} = \sum_{|\alpha| \leq m/2} K_H(\lambda_\alpha) \mathcal{F}_n(P)(\alpha) \mathcal{F}_n(P)(q - \alpha)^\top,
\]

where for \( \rho(n) := \max_{t=1,\ldots,d} n_t \), we define \( \lambda_\alpha = 2\pi \alpha / \rho(n) \), for \( \alpha \in \mathbb{Z} \). We let \( m = \rho(n) / H \) where the bandwidth \( H \to \infty \) and \( \rho(n), m \to \infty \) as \( n \to \infty \). We are smoothing \( \lambda_\alpha \) over the interval \([-\pi/H, \pi/H]\) where \( H \) controls the width of the smoothing window. We name our estimator, *Fourier Realized Kernel*. For \( q = 0 \), we may define the realized cross periodogram between assets 1 and 2 by \( I_{12}(\alpha) := \mathcal{F}_n(P_1)(\alpha)\mathcal{F}_n(P_2)(-\alpha) \). Then (1, 2)-th element of \( \hat{\mathcal{F}}(\Sigma)(0) \) is given by kernel smoothing the realized cross periodogram around the zero frequency

\[
\hat{\mathcal{F}}(\Sigma_{1,2})(0) = \sum_{|\alpha| \leq m/2} K_H(\lambda_\alpha)I_{12}(\alpha).
\]

The condition (iii) in Assumption 3 guarantees that the estimators defined in (9) is p.s.d.

### 3.2 Comparison with some Time domain estimators

We first make a comparison with the covariation estimator of Hayashi and Yoshida (2005). Their estimator is a realized cross periodogram at zero frequency over the interval that overlaps i.e \( HY = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta P_1(t_{i,1})\Delta P_2(t_{j,2})1_{(t_{i,1} \cap t_{j,2} \neq \emptyset)} \). Then the centered realized cross periodogram can be decomposed into \( I_{1,2}(0) - \int_0^{2\pi} \Sigma_{12}(t) dt = M_1 + M_2 \), where

\[
M_1 = HY - \int_0^{2\pi} \Sigma_{12}(t) dt \quad M_2 = \sum_{i,j} \Delta P_1(t_i)\Delta P_2(s_j)1_{(t_{i,1} \cap t_{j,2} = \emptyset)}.
\]

Hayashi and Yoshida (2008) showed that \( \sqrt{n}M_1 \) is asymptotically zero mean Gaussian, i.e., HY is unbiased estimator and achieves \( \sqrt{n} \) consistency when microstructure noise is not
NOTE: Suppose \( P_1(t) = P_2(t) = B(t) \), an independent Brownian motion. Then \([P_1, P_2](1) = \int_0^1 dt = 1\). Let \( P_1(t_{i,1}) \) be observed at \( \{0, 1/2, 1\} \) and \( P_2(t_{i,2}) \) at \( \{0, 1/4, 3/4, 1\} \). The refresh time grid is the same as the time stamp of the first asset in this case. The double summation estimator \( \sum_{i,j} \Delta P_1(t_{i,1}) \Delta P_2(t_{j,2}) \) does not have a bias induced by aligning the non-synchronously observed data.

present. The realized periodogram is unbiased but inconsistent due to the extra term in \( M_2 \) which has a zero mean but it is a leading order term of \( O_p(1) \). Figure 1 clarifies how the realized periodogram at zero frequency does not suffer from the bias due to non-synchronicity of observation points. For data that is synchronized at \( \{\tau_i\} \), we may define a realized autocovariance function \( \gamma_{12}(h) = \sum_i \Delta P_1(\tau_i) \Delta P_2(\tau_{i-h}) \), \( h \in \mathbb{Z} \), where \( \sum_i = \sum_{h<i \leq n} \) for \( h \geq 0 \), and \( \sum_i = \sum_{1 \leq i \leq n+h} \) for \( h < 0 \). Given a smoothing window in time domain \( k(\cdot) \), the Realized Kernel proposed by Barndorff-Nielsen et al. (2011) is

\[
\sum_{|h|<n} k \left( \frac{h}{H} \right) r_{12}(h) = \sum_{i,j=1}^N \Delta P_1(\tau_i) \Delta P_2(\tau_j) k \left( \frac{i-j}{H} \right). \tag{10}
\]

We recognize that the estimator in (9) can be expressed in a similar form

\[
\sum_{|\alpha|\leq m/2} K_H(\lambda_\alpha) I_{12}(\alpha) = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta P_1(t_i) \Delta P_2(s_j) k_H(t_i - s_j), \tag{11}
\]

where we defined the scaled bandwidth \( \tilde{h} = H \Delta t \), in which case \( k_H(t_i - s_j) := k \left( \frac{t_i - s_j}{H} \right) \). The lag window \( k(\cdot) \) and spectral window \( K(\cdot) \) are fourier transform pairs and using the Parseval’s identity, the Assumption 3 can be translated to condition on the lag windows.
When time stamps are equally spaced and synchronous, i.e. $\tau_i = \tau_j + (i - j)2\pi/n$, the realized cross periodogram is a Fourier transform of the realized autocovariance, i.e., $I_{12}(\alpha) = \sum_{h=-n+1}^{n-1} e^{-i\alpha h}\gamma_{12}(h)$. Then our estimator (9) can be expressed as smoothing the realized autocovariances. When data is not synchronous, using all the data and implement (11) delivers superior estimator, which we will show in the next section. We also note that the relation between the smoothed periodogram to estimate the spectrum and data tapering (i.e., Fourier transforming the weighted return) is analogous to the relation between our estimator and the pre-averaging estimator of Christensen, Kinnebrock and Podolskij (2010).

4. ASYMPTOTIC PROPERTIES

4.1 Without Microstructure Noise

We consider the case where the sample sizes of different assets may not be of the same order of magnitude. We require the following rate condition.

**Assumption 4.** $H$ is a bandwidth satisfying $H \propto n^\alpha$ with $\alpha \in (0,1)$ so that we have as $n \to \infty$, $H \to \infty$ and $n/H \to \infty$. Also assume that $(n_a \lor n_b)/(n_a \land n_b) = o(H)$ for all $a,b \in \{1, \ldots, d\}$.

**Remark** Let $\beta \geq 1$ be a degree of liquidity parameter so that $n_a \lor n_b = O((n_a \land n_b)^\beta)$.

Then, Assumption 4 implies that $1 \leq \beta < 2$ for all $a,b \in \{1, \ldots, d\}$. By balancing the squared bias and the variance given in Appendix, the optimal bandwidth is given by $H = C_0 n^{\alpha^*}$, $\alpha^* = (4\beta - 3)/5$, where $C_0 \in (0, \infty)$. Then the convergence rate of the estimator under the optimal bandwidth is given by $(n_1 \land n_2)^\vartheta$, $0 < \vartheta = (4 - 2\beta)/5 \leq 2/5$. The result makes intuitive sense that for unbalanced sample sizes, the estimator converges at slower rate than the balanced case, $n^{2/5}$. As the discrepancy between the liquidity of asset increases (higher $\beta$), the estimator becomes less efficient.

Define for each $a = 1, \ldots, d$, $B_{aa} = 0$ and

$$B_{ab} = \left| k''(0) \right| A^2 \int_0^{2\pi} e^{-i\varphi} |\Sigma_{ab}(t)| dt ; \quad A = \lim_{n_1 \land n_2 \to \infty} n_1 \land n_2 \sup_{i,j} |t_i - s_j| 1_{\{I_{1i}, I_{2j} \neq \emptyset\}}.$$
where $0 \leq A < \infty$ under Assumption 2. $A$ could be thought as a measure of the degree of non-synchronicity. When the two series are perfectly synchronized and balanced then $A = 0$; otherwise it is $O(1)$ under Assumption 2.3. Define the asymptotic variance for the typical diagonal and off diagonal element:

$$
V_{aa} = 2C_0 |k|^2 \int_0^{2\pi} e^{-i2qt} \Sigma_{aa}(t)dQ_{aa}(t)
$$

$$
V_{ab} = C_0 |k|^2 \int_0^{2\pi} e^{-i2qt} \left\{ \Sigma_{aa}(t)\Sigma_{bb}(t)dQ_{aab}(t) + \Sigma_{ab}(t)dQ_{ab}(t) \right\}.
$$

The covariation between the integrated covariance estimator of asset $a$ and $b$ with the estimator of $c$ and $d$ is given by

$$
V_{ab,cd} = C_0 |k|^2 \int_0^{2\pi} e^{-i2qt} \left\{ \Sigma_{ac}(t)\Sigma_{bd}(t)dQ_{abcd}(t) + \Sigma_{ad}(t)\Sigma_{bc}(t)dQ_{adbc}(t) \right\}.
$$

Let $B$ and $V$ be the bias and covariance matrix of the vech of unique elements of our estimator. Define $D_n^*$ to be the matrix of convergence rates, such that

$$
D_n = \text{diag} \{ \text{vech}(D_n^*) \} ; \{ D_n^* \}_{a,a} = \sqrt{n_a} ; \{ D_n^* \}_{a,b} = (n_a \land n_b)\vartheta ; \vartheta = \frac{4 - 2\beta}{5}
$$

for $1 \leq \beta < 2$, where the upper bound $\vartheta = 2/5$ is obtained when the sample sizes are of the same order.

**THEOREM 1** Suppose that Assumptions 1 - 4 hold. Then,

$$
D_n \text{vech} \left\{ \hat{F}(\Sigma)(q) - F(\Sigma)(q) \right\} \Longrightarrow N(B, V).
$$

**REMARK** When data is synchronized and balanced we have $B_{ab} = 0$ and the covariation estimator achieves the same rate of convergence as the variance estimator. Our result is comparable with Malliavin and Mancino (2009) whose results were under sub-optimal bandwidth.

**REMARK ON EFFICIENCY** If our goal is to achieve the most efficient estimator, we can estimate the asymptotic bias term and subtract it from our estimator. In that case we can get $\sqrt{n}$ convergence rate at the cost of sacrificing the positive definiteness of the estimator.
We also may estimate each element of the covariance matrix in most efficient way and use the clipping method to achieve p.s.d i.e. we can project a $d \times d$ symmetric covariance matrix estimate which has singular value decomposition, $U^T \text{diag}[\lambda_1, \cdots, \lambda_p] U$ as $U^T \text{diag}[\lambda_1^+, \cdots, \lambda_p^+] U$ where $\lambda_j^+ = \max\{\lambda_j, 0\}$. Whether we should emphasize on the efficiency of an estimator or on the covariance estimator that is guaranteed to be positive definite depends on problem at hand and we leave this choice to the practitioner.

**Remark on difference from realized kernel** We analyze the asymptotic bias of our estimator v.s. the time domain estimator. Define $u_{ij} = t_i \wedge s_j$ and $l_{ij} = t_{i-1} \vee s_{j-1}$. Conditionally on $1_{\{i,j|u_{ij}>l_{ij}\}}$, the asymptotic bias of (11) is given by

$$\sum_{i,j} \int_{l_{i,j}}^{u_{i,j}} \{P_1(t) - P_1(l_{i,j})\} dP_2(t) + \int_{l_{i,j}}^{u_{i,j}} \{P_2(t) - P_2(l_{i,j})\} dP_1(t)$$

$$+ \sum_{i,j} \left( \int_{l_{i,j}}^{u_{i,j}} - \int_0^{2\pi} \right) \Sigma_{12}(t) dt$$

$$- \sum_{i,j} \int_{l_{i,j}}^{u_{i,j}} dP_1(t) \int_{l_{i,j}}^{u_{i,j}} dP_2(s) \{1 - k_H(t_i - s_j)\} = (i) + (ii) + (iii),$$

where $(i) = O_p(\{n_1 \lor n_2\}^{-1/2})$ and $(ii) = O_p(\{n_1 \lor n_2\}^{-1})$ are due to the discretization error of the continuous time signal, which depends inversely on the number of union of time stamps for two assets. $(iii) = O_p(\{\frac{n_1 \lor n_2}{H(n_1 \lor n_2)}\}^2)$ is due to smoothing, which can be controlled as it depends on the bandwidth. The leading order term is then $(iii)$. See Appendix. Our estimator does not suffer from the Epps effect, that is, a negative bias arising due to aligning the non synchronous data. In fact, the realized covariance applied to the refresh time aligned data has a non vanishing component $(ii)$, which is analyzed in Theorem 1 of Zhang (2010).

The stochastic bias term of the Realized Kernel can be derived similarly, given $N$ as a refresh time sample size, the asymptotic bias is given by $O_p(N^{-1/2}) + O_p(N^{-1}) + O_p(H^{-2})$, where bandwidth $H$ is chosen for the Realized Kernel. In practice, with high frequency data $N = o(n_1 + n_2)$. Hence, using all the realized transaction stamps is a much finer approximation for the real line $[0, 2\pi]$ than the coarser refresh time. If we let $N = (n_1 \land n_2)^r$, then under the optimal bandwidth, our estimator converges faster at $(n_1 \land n_2)^{4-2\beta}/5$ than
the Realized Kernel at \((n_1 \wedge n_2)^{2r/5}\), when \(r < 2 - \beta\) i.e. \(N = o(n_1 \wedge n_2)\). In two dimensional case, this condition will hold when two assets are traded very asynchronously and it will most likely hold when we are estimating the large dimensional covariance matrix.

4.2 With Microstructure Noise

The empirical evidence from the volatility signature plot suggests that the observed price deviates from the semimartingale assumption. More precisely various studies document that the observed high frequency returns have infinite quadratic variation. To model this phenomena, we make the following assumption.

ASSUMPTION 5. Let \(X_j(t_{i,j})\) be the observed log price of the \(j\)-th asset which has two additive components. One is a discrete realization of a continuous signal \(P_j(t_{i,j})\) that satisfies the semimartingale Assumption 1 and the other component is a noise process with respect to the realization of transaction time \(U_j(t_{i,j})\)

\[
X_j(t_{i,j}) = P_j(t_{i,j}) + U_j(t_{i,j}).
\]  

In univariate studies, it is usually assumed that \(U_j(t_{i,j})\) is a stationary time series, which has been supported by empirical studies. There has not been a lot of empirical work studying the cross autocorrelation of the microstructure noise for the multiple asset case. We think it is realistic to assume the following for the microstructure noise that allows cross-sectional correlation in the measurement error process.

ASSUMPTION 6. Let \(U_j(.)\), \(j = 1, \ldots, d\) be a \(n\) dimensional stationary process, independent of the efficient price process with \(E(U_j(.) = 0\) and covariance function defined by \(EU_a(t_{i,a})U_b(t_{j,b}) = \gamma(|t_{i,a} - t_{j,b}|/\Delta t_{ab})\) that satisfies for some \(d \times d\) p.s.d. covariance matrix \(\Gamma\) with \((a, b)\)-th element denoted by \(\Gamma_{ab}\),

\[
(n_a \wedge n_b)^{-1} \sum_{i=1}^{n_a-1} \sum_{j=1}^{n_b-1} \gamma(|t_{i,a} - t_{j,b}|/\Delta t_{ab}) \to \Gamma_{ab}.
\]

We also assume that \(|E(U_a(t_{i,a})U_b(t_{j,b}), U_c(t_{r,c})U_d(t_{t,d}))| \leq \rho(M)\), where \(M := \sup_{\{u,v\},\{p,s\}} \{(t_{u,p} - t_{v,s})/\Delta t_{ps}\} < \infty\) and \(\sum_{\nu} \rho(\nu)(1 + \epsilon)^\nu < \infty\) for some \(\epsilon > 0\).
We will show that our estimator in (8) is a consistent estimator of the Fourier transform of the covariance matrix even under the presence of microstructure noise. We add one further assumption on the end points.

**Assumption 7.** *The two end points, \( X_j(t_{0,j}) \) and \( X_j(t_{n,j}) \) are respectively an average of \( m_0 \) number of distinct observations on the interval \([t_{-1,j}, t_{0,j}]\) and \([t_{n,j}, t_{n+1,j}]\).*

This assumption turns about to be crucial for our estimator to achieve consistency. The time domain estimator by Barndorff-Nielsen et al. (2011) also assumes this condition. From Proposition 1 and 2 in the appendix, we derive the rate of convergence of our estimator by balancing the asymptotic variance of order \( O_p(H/(n_1 \land n_2)) \) and the asymptotic bias of order \( O_p((n_1 \lor n_2)/H^2) \). The optimal bandwidth is given by \( H = C_0 n^{\alpha^*} \), \( \alpha^* = (2\beta + 1)/5 \), where \( C_0 \in (0, \infty) \). When the two sample sizes are the same order i.e. \( (\beta = 1) \), then \( \alpha^* = 3/5 \). In general, liquidity parameter \( 1 \leq \beta < 2 \) implies that \( 3/5 \leq \alpha^* < 1 \). The rate of convergence is then \( (n_1 \land n_2)^\vartheta \), \( 0 < \vartheta := (2 - \beta)/5 \leq 1/5 \), where the upper bound is achieved when the sample sizes are of the same order. We define a finite tuning parameter \( \eta \) in a following way. There exists \( C^* \in (0, \infty) \) such that \( n_{\ell} \sup_{0 \leq i \leq n_{\ell}} \Delta t_{i,\ell} \leq C^* \) for all \( \ell = 1, \ldots, d \) under Assumption 2.1. We define \( \eta = (C^*)^{-2} \). Let denote \( \mathcal{B} = \text{vech}(C_0^{-2}\eta|k''(0)|\Gamma) \), and let \( \mathcal{V} \) be as defined in Theorem 1. Let \( \mathcal{D}_n^* \) be the matrix of convergence rates

\[
\mathcal{D}_n = \text{diag}\{\text{vech}(\mathcal{D}_n^*)\} \quad \{\mathcal{D}_n^*\}_{a,b} = (n_a \land n_b)^\vartheta \quad \vartheta = \frac{2 - \beta}{5}, 1 \leq \beta < 2,
\]

where the degree of liquidity parameter \( \beta \) is defined in Theorem 1. The the upper bound for \( \vartheta \) is 1/5 which is obtained when \( n_a/n_b = O(1) \).

**Theorem 2.** *Suppose that Assumptions 1-7 hold. Then,*

\[
\mathcal{D}_n \text{vech}\left\{ \hat{F}(\Sigma)(q) - F(\Sigma)(q) \right\} \Rightarrow N(\mathcal{B}, \mathcal{V}).
\]

The instantaneous covariance matrix is also a parameter of interest, see Kristensen (2010). We can construct an estimator of instantaneous covariation matrix by Fourier inverting the
estimator given in (8)

\[ \hat{\Sigma}(t) = \frac{1}{2\pi} \sum_{|q| \leq m/2} K_H(\lambda_q) \exp(iqt) \hat{F}(\Sigma)(q). \]  

(13)

Suppose that the modulus of continuity of \( \Sigma(t) \) denoted by \( C(h) \) is given by

\[ C(h) := \sup_{|t-s| \leq h} \| \Sigma(t) - \Sigma(s) \|_2. \]  

(14)

The continuity assumption is met when each element of \( \Sigma(t) \) in Assumption 1 does not contain jumps, for example, when it is a Brownian semimartingale.

**Theorem 3.** Suppose that the assumptions of Theorem 2 hold and that (14) holds. Then, there exists a sequence \( \delta(n) \rightarrow 0 \), such that

\[ \lim_{n \rightarrow \infty} \sup_{\delta(n) \leq t \leq 2\pi - \delta(n)} \| \hat{\Sigma}(t) - \Sigma(t) \|_2 = 0. \]

Often, practitioners encounter a problem of running a regression between variables that are asynchronously observed - for example we might be interested in the effect of returns and order book information of one asset on another asset. Hannan (1975) and Robinson (1975) are the earlier literature on using frequency domain to solve such problems. Mykland and Zhang (2006) discussed a general the set up of analysis of variance for continuous time regression.

5. **NUMERICAL STUDY**

5.1 Simulation studies

In the theoretical work, we assumed no leverage between the volatility and the return process. In the simulation studies, we relax this assumption and see if our estimator is robust to a presence of the leverage. The first DGP is same as the Brownian semimartingale with the perfect leverage given in Barndorff-Nielsen et al.(2011). For the second setting, we consider the stochastic volatility specified as a jump diffusion process given in Aït-Sahalia et al. (2010a). We enrich their DGP by letting the instantaneous co-volatility coefficient to follow
### Table 1: 2 dimensional covariation matrix simulation result (·/100)

<table>
<thead>
<tr>
<th>NSR</th>
<th>Realized Cov</th>
<th>HY</th>
<th>Realized Kernel</th>
<th>FRK, ( \overline{T} )</th>
<th>FRK, ( H^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0 bias 33.2 23.4 10.3 1.6 1.0 10.8 1.0</td>
<td>(3.2) 10.3 1.6 1.0 10.8 1.0 0.0 0.0</td>
<td>0.0</td>
<td>(16.7)</td>
<td>0.0</td>
</tr>
<tr>
<td>rmse 16.7 4.9 8.2 7.1 7.0 7.0 6.0 6.0</td>
<td>0.0 0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sampling: (3/2,30) Unbalanced</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>bias 33.2 23.4 10.3 1.6 1.0 10.8 1.0</td>
<td>(3.2) 10.3 1.6 1.0 10.8 1.0 0.0 0.0</td>
<td>0.0</td>
<td>(16.7)</td>
<td>0.0</td>
</tr>
<tr>
<td>rmse 16.7 4.9 8.2 7.1 7.0 7.0 6.0 6.0</td>
<td>0.0 0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.001 bias 33.2 23.4 10.3 1.6 1.0 10.8 1.0</td>
<td>(3.2) 10.3 1.6 1.0 10.8 1.0 0.0 0.0</td>
<td>0.0</td>
<td>(16.7)</td>
<td>0.0</td>
<td>(16.7)</td>
</tr>
<tr>
<td>rmse 16.7 4.9 8.2 7.1 7.0 7.0 6.0 6.0</td>
<td>0.0 0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sampling: (3/2,30) Balanced</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>bias 33.2 23.4 10.3 1.6 1.0 10.8 1.0</td>
<td>(3.2) 10.3 1.6 1.0 10.8 1.0 0.0 0.0</td>
<td>0.0</td>
<td>(16.7)</td>
<td>0.0</td>
</tr>
<tr>
<td>rmse 16.7 4.9 8.2 7.1 7.0 7.0 6.0 6.0</td>
<td>0.0 0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.001 bias 33.2 23.4 10.3 1.6 1.0 10.8 1.0</td>
<td>(3.2) 10.3 1.6 1.0 10.8 1.0 0.0 0.0</td>
<td>0.0</td>
<td>(16.7)</td>
<td>0.0</td>
<td>(16.7)</td>
</tr>
<tr>
<td>rmse 16.7 4.9 8.2 7.1 7.0 7.0 6.0 6.0</td>
<td>0.0 0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**DGP1**: Continuous Stochastic Volatility

**DGP2**: Jump Diffusion Stochastic Volatility
the CIR process given in Barndorff-Nielsen and Shephard (2004). Specifically, for \( j = 1, 2 \)-th asset, we let log price as \( dP_j(t) = \sigma_j(t) dW_j(t) \) where \( EdW_1(t) dW_2(t) = \rho dt \) such that \( \rho(t) = (e^{2x(t)} - 1)/(e^{2x(t)} + 1) \) and \( dx(t) = 0.03(0.64 - x(t))dt + 0.118x(t) dB_{zt} \) where \( B_{zt} \) is an independent Brownian motion. The DGP of Microstructure noise is a cross correlated AR(1) process formed with respect to a transaction time. This can be implemented by;

\[
U_j(t_{i,j}) = \bar{U}_j(t_{i,j}) + \varepsilon_j(t_{i,j}) \text{ with } \bar{U}_j(t_{i,j}) = \alpha \bar{U}_j(t_{i-1,j}) + \epsilon_j(t_{i,j}),
\]

where idiosyncratic errors \( \epsilon_j(t_{i,j}) \) are independent Gaussian. The common disturbance is simulated by \( \varepsilon_t \sim AR(1) \) for \( \{T_l\}_{1 \leq l \leq NT} = \{t_{i1} \cup t_{k2}\} \). The variance of the noise is set to be proportionate to the sample integrated quarticity; \( \zeta^2 \sqrt{n_j^{-1} \sum_{i=1}^{n_j} \sigma^4_j(t_{i,j})} \), where \( \zeta = \{0, 0.001, 0.01\} \) is a noise to signal ratio (NSR). We simulated the one second data assuming 6.5 hour daily trading, which gives us 23,400 daily data points over 100 Monte Carlo sample. We designed the simulation to assess the impact of the asynchronicity on the estimator. We poisson sampled the data at the rate \( \{(3/2, 30), (20, 30)\} \). The sampling rate \( (3/2, 2) \) means that we sample the first asset on average per 1.5 second and the second asset per 2 second. To create a balanced sample for the rate \( (3/2, 30) \), for the first asset, we sample on average at 1.5 second for the first half of the sample and at 30 second for the last half of the sample. For the second asset, we do this in reverse order. Then we have two assets that have the same number of transactions each day but traded very asynchronously.

For third simulation setting, we increase the dimension and consider a simple setting where log prices are given by \( P(t) = AB(t) \) where \( P(t) \) is 10 \( \times \) 1 vector of prices, \( B(t) \) is 3 \( \times \) 1 independent Brownian motion and \( A \) is a factor loading matrix. This is poisson sampled at rate \( \{2, 2, 4, 4, 8, 8, 10, 10, 30, 30\} \) and masked by the i.i.d. Gaussian noise.

Table 1 shows that the proposed estimator has the best bias profile and overall estimates the off-diagonal elements better than the other methods. We calculate the optimal bandwidth as given in Theorem 1 and 2 for each element of covariance matrix and take the minimum, maximum of these and average of the two. We report the results for average bandwidth \( \overline{H} \) and the bias minimizing bandwidth \( H^* \). With carefully chosen bandwidth we can achieve
Table 2: Scalar function of 10 dimensional covariation matrix

<table>
<thead>
<tr>
<th>max(eigenvalue)</th>
<th>NSR=0</th>
<th>NSR=0.001</th>
<th>NSR=0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>RVrefresh</td>
<td>Bias</td>
<td>rMSE</td>
<td>Bias</td>
</tr>
<tr>
<td></td>
<td>(2.34)</td>
<td>2.75</td>
<td>7.22</td>
</tr>
<tr>
<td>RVfixed</td>
<td>(0.85)</td>
<td>3.18</td>
<td>0.40</td>
</tr>
<tr>
<td>Realized Kernel</td>
<td>(2.21)</td>
<td>2.65</td>
<td>0.38</td>
</tr>
<tr>
<td>Fourier RK</td>
<td>minH</td>
<td>2.17</td>
<td>(0.28)</td>
</tr>
<tr>
<td></td>
<td>avgH</td>
<td>(0.47)</td>
<td>2.64</td>
</tr>
<tr>
<td></td>
<td>maxH</td>
<td>(0.52)</td>
<td>3.13</td>
</tr>
<tr>
<td>portfolio</td>
<td>RVrefresh</td>
<td>1.76</td>
<td>2.74</td>
</tr>
<tr>
<td></td>
<td>RVfixed</td>
<td>0.14</td>
<td>4.09</td>
</tr>
<tr>
<td></td>
<td>Realized Kernel</td>
<td>1.66</td>
<td>2.67</td>
</tr>
<tr>
<td></td>
<td>Fourier RK</td>
<td>minH</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>avgH</td>
<td>0.73</td>
<td>2.67</td>
</tr>
<tr>
<td></td>
<td>maxH</td>
<td>(0.20)</td>
<td>3.99</td>
</tr>
</tbody>
</table>

the best root MSE under the presence of noise. When no noise is present, the Hayashi and Yoshida estimator performs well. The refresh time aligned method often performs better in estimating the integrated variance of the less traded asset; (2,2) element. This is since it effectively aligns data on the time stamps of the less traded asset. As analysed in the previous section, when there is no noise and the number of refresh time sample is size small, the Realized Kernel underperforms in terms of bias. We observe also that the realized covariance estimator aligned on sparsely sampled data often performs well - this is because there is two opposing effect in terms of bias: the negative bias from epps effect and the positive bias from microstructure noise. The advantage of our estimator is most clear in estimating higher dimension covariance matrix as shown in Table 2. We estimate 10 dimensional integrated covariance matrix and compare the maximum of eigenvalues and variance of the equally weighted portfolio. We note that our estimator seems to have large variance, however it outperforms other methods under presence of microstructure noise.

5.2 Empirical Application

In this section we apply the Fourier Realized Kernel to a high frequency data. We analyzed five stocks in order of liquidity: Microsoft, J P Morgan, Dell, Caterpillar Inc. and Banco de Chile during 05-30 March 2007, where data is taken from WRDS TAQ database. We calculate the optimal bandwidth for individual asset by equalizing the squared bias and
the variance term given in Theorem 2. Let $n_\ell = n^{\beta_\ell}$ where $n$ is a minimum of all sample sizes, then it is given by $H_\ell = \left\{ \eta k''(0) \right\}^{2/5} \zeta_\ell^{4/5} n^{\frac{1+2\beta_\ell}{5}}$, where $\zeta_\ell^2$ is a squared noise to signal ratio for each asset. We applied maximum, minimum and average of the these individual bandwidths. The Figure 2 and Figure 3 compare the Realized Covariance and the proposed method in estimating the daily covariation matrix. Since the first asset is least traded, the all refresh time is effectively aligned on the trading time of the first asset. In estimating the integrated variance, the proposed method lies between the RV using pairwise refresh time (which will be dominated by the microstructure noise) and the RV using all refresh time (which is more sparsely sampled, therefore less affected by the noise). Most interesting case is the performance in estimating covariation for assets of different liquidity i.e. (1, 4) and
Figure 3: Comparison between Realized Covariance and Fourier Realized Kernel: Estimates of (3, 3) to (5, 5) element of 5 \times 5 matrix

\((1, 5)\)-th element of the estimator in our case. The daily Realized Covariance take values closer to zero due to Epps effect whereas proposed estimator clearly gives us non trivial estimates.

APPENDIX A. PROOFS OF THEOREMS

We will prove the theorems for the general version of our estimator given in (8). We derive the results conditionally on the volatility matrix and the discretization time points therefore we regard these variables deterministic in the proofs. Throughout the proof we denote \(C, C_1, C_2, \cdots\) finite constants.

Lemma 1. \textit{Let} \(\mathbf{P}(t)\) \textit{defined on the filtered probability space} \((\Omega, \mathcal{F}, \mathcal{F}_{t\geq0}, \mathbb{P})\) \textit{satisfies} Assumption 1 \textit{with} \(\mu(t) = 0\). \textit{Let} \(f(t, s; q)\) \textit{be a bounded and measurable function. Define}
square bracket operation to denote a quadratic covariation process defined in (1). Then,

\[
E \left[ \int_0^{2\pi} \int_0^{2\pi} f(t, s; q)dP_a(s)dP_b(t), \int_0^{2\pi} \int_0^{2\pi} f(t, s; q')dP_c(s)dP_d(t) \right]
\]

\[
= \int_0^{2\pi} \int_0^{2\pi} \{ f(t, s; q)f(t, s; q')d[P_a, P_c](s)d[P_b, P_d](t) + f(t, s; q)f(s, t; q')d[P_a, P_d](s)d[P_b, P_c](t) \}.
\]

where double stochastic integral is Wiener-Itô sense.

**Proof.** The double Wiener-Itô integral can be written as

\[
\int_0^{2\pi} \int_0^{2\pi} f(t, s; q)dP_a(s)dP_b(t) = \int_0^{2\pi} \int_0^{2\pi} \{ f(t, s; q)dP_a(s)dP_b(t) + f(s, t; q)dP_b(s)dP_a(t) \},
\]

so that the integrand is measurable with respect to \( \mathcal{F}_t \) and the stochastic integration is well defined. Two terms above are martingale. Therefore (A.1) can be expressed as

\[
\begin{bmatrix}
\int_0^{2\pi} \int_0^{2\pi} f(t, s; q)dP_a(s)dP_b(t) + f(s, t; q)dP_b(s)dP_a(t), \\
\int_0^{2\pi} \int_0^{2\pi} f(t, s; q')dP_c(s)dP_d(t) + \int_0^{2\pi} \int_0^{2\pi} f(s, t; q')dP_d(s)dP_c(t)
\end{bmatrix}.
\]

Consider one of the cross product terms among four possible terms from above. By Itô’s isometry,

\[
E \left[ \int_0^{2\pi} \int_0^{t} f(t, s; q)dP_a(s)dP_b(t), \int_0^{2\pi} \int_0^{t} f(s, t; q')dP_d(s)dP_c(t) \right]
\]

\[
= E \left( \int_0^{2\pi} f(t, s; q)dP_a(s) \right) \left( \int_0^{t} f(s, t; q')dP_d(s) \right) d[P_b, P_c](t).
\]

where \( d[P_b, P_c](t) \) means \([P_b, P_c]'(t)dt\), where the prime denotes the time derivative. By Fubini’s theorem,

\[
\int_0^{2\pi} E \left( \int_0^{t} f(t, s; q)dP_a(s) \right) \left( \int_0^{t} f(s, t; q')dP_d(s) \right) d[P_b, P_c](t).
\]

\[
= \int_0^{2\pi} \int_0^{t} f(t, s; q)f(s, t; q')d[P_a, P_d](s)d[P_b, P_c](t).
\]

Together with the expected quadratic covariation of following terms,

\[
E \left[ \int_0^{2\pi} \int_0^{t} f(s, t; q)dP_b(s)dP_a(t), \int_0^{2\pi} \int_0^{t} f(t, s; q')dP_c(s)dP_d(t) \right]
\]

\[
= \int_0^{2\pi} \int_0^{t} f(s, t; q)f(t, s; q')d[P_b, P_c](s)d[P_a, P_d](t),
\]
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we have the result.

**Lemma 2.** Define a step function

\[ f_n(t, s; q) = \sum_{i,j} e^{-i\pi/q} e^{-i(t_i-s_j)} a_{1_{i-1;i-1}}(t) 1_{s_j,s_j}(s) 1_{i-1,i-1} = 0} (t, s) \]

\[ g_n(t, s; q) = \sum_{i,j} e^{-i\pi/q} e^{-i(t_i-s_j)} a_{1_{i-1;i-1}}(t) 1_{s_j,s_j}(s) . \]

where discretization points \( \{t_i,s_j\} \) satisfy Assumption 2.1. Then

\[ \int_0^{2\pi} \int_0^{2\pi} f_n(t, s; q) ds dt = \int_0^{2\pi} \int_0^{2\pi} g_n(t, s; q) ds dt + O(\frac{1}{n_1 \wedge n_2}). \]

PROOF. Under Assumption 2.1,

\[ \int_0^{2\pi} \int_0^{2\pi} \sum_{i,j} \{1 - 1_{i-1;i-1} = 0} (t, s) e^{-i\pi/q} e^{-i(t_i-s_j)} a_{1_{i-1;i-1}}(t) 1_{s_j,s_j}(s) ds dt \]

\[ = \int_0^{2\pi} \int_0^{2\pi} \sum_{i,j} e^{-i\pi/q} e^{-i(t_i-s_j)} a_{1_{i-1;i-1}}(t) 1_{s_j,s_j}(s) 1_{i-1,i-1} = 0} (t, s) ds dt \]

\[ \leq \sup_i (\Delta t_i) \sup_j (\Delta s_j) \sum_{i,j} 1_{i-1;i-1} = 0} = O(\frac{1}{n_1 \wedge n_2}). \]

**Lemma 3.** Define a step function weighted by kernel satisfying Assumption 3 by

\[ f_n(t, s; q, a, b) = \sum_{i,j} e^{-i\pi/q} k_{H}(t_i,a - t_j,b) a_{1_{i-1;i-1}}(t) 1_{s_j,s_j}(s) 1_{i-1,i-1} = 0} (t, s), \quad (A.3) \]

\[ g_n(t, s; q, a, b) = \sum_{i,j} e^{-i\pi/q} k_{H}(t_i,a - t_j,b) a_{1_{i-1;i-1}}(t) 1_{s_j,s_j}(s). \]

Then it holds that

\[ \frac{n_a \wedge n_b \wedge n_c \wedge n_d}{H} \int_0^{2\pi} \int_0^{2\pi} f_n(t, s; q, a, b) f_n(t, s; q, c, d) d[P_a, P_c](s) d[P_b, P_d](t) \]

\[ \rightarrow \|k\|^2 \int_0^{2\pi} e^{-i2\pi q} [P_a, P_c]'(t) [P_b, P_d]'(t) dQ_{acbd}(t), \]

where \( Q(t) \) is defined in Assumption 2.

PROOF. We will proceed by proving for univariate, bivariate and general version of the formula in (A.4). First note that for any function \( d(\cdot, \cdot) \), it holds that \( \sum_{i,j=1}^n d(i,j) = \sum_{h=0}^{n-1} \sum_{j=1}^{n-h} d(j, j + h) + \sum_{h=1}^{n} \sum_{j=1+h}^{n} d(j, j - h) \), which we will denote by \( \sum_{i,j=1}^{n} d(i,j) = \)
\[ \sum_{h=0}^{n-1} \sum_{j=1}^{n-h} d(j, j + h) \mid 2 \] For univariate case, by Lemma 2, we can replace \( f_n \) by \( g_n \) with error \( O(n^{-1}) \). Then (A.4) is approximated by \( \frac{\Delta t}{H} \sum_{h=0}^{n-1} \sum_{j=1}^{n-h} (e^{-it_j^2q} + e^{-it_jq} e^{-it_jhq}) k_H^2(t_jh - t_j)[P, P]'(t_j)[P, P]'(t_j) \Delta t_j + O(\Delta t_j^2) \), which is equal to
\[
\frac{n}{H} \sum_{h=0}^{n-1} k_H^2(t_h) \sum_{j=1}^{n-h} (e^{-it_j^2q} + e^{-it_jq} e^{-it_jhq}) [P, P]'(t_jh + t_j)[P, P]'(t_j) \Delta t_j + O(\Delta t_j^2) \tag{A.5}
\]
In (A.5) we can make approximation \( t_i - t_{i-h} \simeq t_h \) under Assumption 2. We may replace the second summation in (A.5) to run to \( n \), with approximation error
\[
\frac{n}{H} \sum_{h=0}^{n-1} k_H^2(t_h) \sum_{j=1}^{n-h} (e^{-it_j^2q} + e^{-it_jq} e^{-it_jhq}) [P, P]'(t_jh + t_j)[P, P]'(t_j) \Delta t_j + O(\Delta t_j^2) \leq C_2(\sup \Delta t_j)^2 n \sum_{|h|<n} \frac{h}{H} k_H^2(t_h) \simeq \frac{H}{n} C_2 \int_{-\infty}^{\infty} x k^2(x) dx.
\]
Then (A.5) is equal to
\[
\frac{n}{H} \left( k_H^2(0) + 2 \sum_{h=0}^{n-1} k_H^2(t_h) \right) \sum_{j=1}^{n} (e^{-it_j^2q} + e^{-it_jq} e^{-it_jhq}) [P, P]'(t_jh + t_j)[P, P]'(t_j) \times \Delta t_j + O\left( \frac{H}{n} \right) \rightarrow 2 \|k\|^2 \int_{0}^{2\pi} e^{-itq(\|P, P\|^2)^2} dQ_{11}(t), \tag{A.6}
\]
where \( Q_{11}(t) \) is defined in Assumption 2. For the bivariate case we first establish some inequalities regarding the two grids of time stamps,
\[
\sum_{i,j} \Delta t_i \Delta s_j \geq \sum_{i,j} \Delta t_i \Delta s_j k_H^2(t_i - s_j) \geq \sum_{i,j} \Delta t_i \Delta s_j 1_{\{t_i, s_j \neq \emptyset\}}, \tag{A.7}
\]
since they are of order \( O(1) \), \( O(H/(n_1 \wedge n_2)) \) and \( O((n_1 \wedge n_2)^{-1}) \) respectively. Recalling that \( \{T_i\}_{1 \leq i \leq N_T} \) are union of time stamps, the lower bound for all (A.7) is \( \sum_{i,j} (t_i \wedge s_j - t_i \vee s_j)^2 \leq \sup_i |T_i - T_{i-1}| \sum_{1 \leq i \leq N_T} |T_i - T_{i-1}| = O((n_1 \vee n_2)^{-1}) \). By Riemann approximation of a continuous integral and (A.7), under Assumption 2.2,
\[
(n_1 \wedge n_2) \sum_{i,j} e^{-i2q|P_1, P_1'|(t_i)[P_2, P_2']|(s_j) \Delta t_i \Delta s_j 1_{\{t_i, s_j \neq \emptyset\}} \rightarrow \int_{0}^{2\pi} e^{-i2q|P_1, P_1'|(t)[P_2, P_2']|(t)dQ_{11}(t).}
\]
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Using Lemma 3, then it holds that

\[
\frac{n_1 \wedge n_2}{H} \sum_{i,j} e^{-i2s_j q_i k_H^2(t_i - s_j)} \int_{t_{i-1}}^{t_i} d[P_1, P_1](t) \int_{s_{j-1}}^{s_j} d[P_2, P_2](s)
\]

\[
= \frac{n_1 \wedge n_2}{H} \sum_{i,j} e^{-i2s_j q_i k_H^2(t_i - s_j)} [P_1, P_1]'(t_i) [P_2, P_2]'(s_j) \Delta t_i \Delta s_j
\]

\[
\approx \|k\|^2 (n_1 \wedge n_2) \sum_{i,j} e^{-i2s_j q_i k_H^2(t_i - s_j)} [P_1, P_1]'(t_i) [P_2, P_2]'(s_j) \Delta t_i \Delta s_j 1_{\{t_i, \cap I_{j,2} \neq \emptyset\}}
\]

\[
\rightarrow \|k\|^2 \int_0^{2\pi} e^{-i2q_i(t_i, P_1, P_1)'(t_i) [P_2, P_2]'(t_i)} dQ_{1122}(t), \quad (A.8)
\]

where the approximation errors are similarly derived as the univariate case. Next we note that the cross product term simplifies to \( g_n(t, s; q, s; q) = \sum_{i,j,k,l} e^{-i2s_j q_i k_H^2(t_i - s_j)} k_H(t_k - s_l) 1_{\{t_{i-1} \cap s_{j-1} \cap I_i \cap I_j \neq \emptyset\}}(t_k \cap s_j \cap I_{i,j}) \). Then by Lemma 3 and (A.7),

\[
\frac{n_1 \wedge n_2}{H} \int_0^{2\pi} \int_0^{2\pi} f_n(t, s; q) f_n(s, t; q) d[P_1, P_2](t) d[P_2, P_1](s)
\]

\[
= \frac{n_1 \wedge n_2}{H} \sum_{i,j,k,l} e^{-i2s_j q_i k_H^2(t_i - s_j)} k_H(t_k - s_l) [P_1, P_2]'(t_i \wedge s_j) [P_2, P_2]'(t_k \wedge s_j)
\]

\[
\times (t_i \wedge s_i - t_{i-1} \wedge s_{i-1})(t_k \wedge s_l - t_{k-1} \wedge s_{k-1}) 1_{\{t_i, \cap I_{j,2} \neq \emptyset\}} 1_{\{t_k, \cap I_{j,2} \neq \emptyset\}}
\]

\[
\approx \|k\|^2 (n_1 \wedge n_2) \sum_{i,j,k,l} e^{-i2s_j q_i k_H^2(t_i - s_j)} [P_1, P_2]'(t_i \wedge s_i) [P_2, P_2]'(t_k \wedge s_k)
\]

\[
\times (t_i \wedge s_i - t_{i-1} \wedge s_{i-1})(t_k \wedge s_l - t_{k-1} \wedge s_{k-1}) 1_{\{t_i \cap I_{j,2} \neq \emptyset\}} 1_{\{t_k \cap I_{j,2} \neq \emptyset\}}
\]

\[
\rightarrow \|k\|^2 \int_0^{2\pi} e^{-i2q_i([P_1, P_2]'(t))^2} dQ_{1122}(t). \quad (A.9)
\]

To analyse (A.4) for four assets, we first replace off-diagonal step function \( f_n \) by \( g_n \) by Lemma 2 and note that \( \int_0^{2\pi} \int_0^{2\pi} g_n(t, s; q, a, b) g_n(t, s; q, c, d) ds dt \) is given by

\[
\sum_{i,j,k,l} k_H(t_{i,a} - t_{j,b}) k_H(t_{k,c} - t_{l,d})(t_{i,a} \wedge t_{k,c} - t_{i-1,a} \vee t_{k-1,c})(t_{j,b} \wedge t_{l,d} - t_{j-1,b} \vee t_{l-1,d}) \quad (A.10)
\]

The upper bound for (A.10) is given by

\[
\sum_{i,j,k,l} (t_{i,a} \wedge t_{k,c} - t_{i-1,a} \vee t_{k-1,c})(t_{j,b} \wedge t_{l,d} - t_{j-1,b} \vee t_{l-1,d}) 1_{\{t_{i,a} \cap I_{k,c} \neq \emptyset\}} 1_{\{t_{j,b} \cap I_{l,d} \neq \emptyset\}} = O(1). \quad (A.11)
\]
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The lower bound for (A.10) is given by

\[ \sum_{i,j,k,l} (t_{i,a} \land t_{k,c} - t_{i-1,a} \lor t_{k-1,c}) (t_{j,b} \land t_{l,d} - t_{j-1,b} \lor t_{l-1,d}) 1_{\{I_{i,a} \cap I_{j,b} \cap I_{k,c} \cap I_{l,d} \neq \emptyset\}} \]  
\[ \leq C \frac{1}{n_a \lor n_c \lor n_b \lor n_d} \sum_{i,j,k,l} 1_{\{I_{i,a} \cap I_{j,b} \cap I_{k,c} \cap I_{l,d} \neq \emptyset\}} = O\left(\frac{n_a \lor n_b \lor n_c \lor n_d}{(n_a \lor n_c)(n_b \lor n_d)}\right), \]  

which will be order of inverse of second or third largest sample size. It is bigger or equal to sum of squared union of all four time stamps which has order \(O((n_a \lor n_b \lor n_c \lor n_d)^{-1})\).

Then we may construct a quantity that lies between the (A.12) and (A.11) as following way. For simplicity assume that \(n_a < n_b < n_c < n_d\), then

\[ \sum_{i,j,k,l} (t_{i,a} \land t_{j,b} - t_{i-1,a} \lor t_{j-1,b}) (t_{k,c} \land t_{l,d} - t_{k-1,c} \lor t_{l-1,d}) \]
\[ \times 1_{\{I_{i,a} \cap I_{j,b} \neq \emptyset\}} 1_{\{I_{k,c} \cap I_{l,d} \neq \emptyset\}} 1_{\{I_{\min(i,j),i,j} \cap I_{\min(k,l),k,l} \neq \emptyset\}} \]
\[ \leq C \frac{1}{n_b n_d} \sum_{i=1}^{n_a} \sum_{k=1}^{n_c} \#\{t_{k,c} \in [t_{i-1,a}, t_{i,a}]\} \sum_{j=1}^{n_a} \sum_{l=1}^{n_d} \#\{t_{l,d} \in [t_{k-1,c}, t_{k,c}]\}, \]

which is order of \(C \frac{1}{n_b n_d} n_a n_c n_a n_d = O(n_a^{-1})\) under Assumption 2.3. Then (A.4) is derived similarly as (A.9) using Lemma 3 and inequalities involving the quadratic variation of time derived above.

**Lemma 4.** Let \(P(t)\) defined on probability space \((\Omega, \mathcal{F}, \mathcal{F}_{t \geq 0}, \mathbb{P})\) satisfying the Assumption 1 and let sub-\(\sigma\) field of \(\mathcal{F}\) by \(\mathcal{G} = \sigma(P)\). The \(Z\) is a standard normal variable on the suitable extension of probability space and \(\mathcal{V}\) is a \(\mathcal{G}\)-measurable stochastic variance. Then it holds that for \(f_n(\cdot)\) given in (A.3),

\[ \sqrt{\frac{n}{H}} \int_0^{2\pi} \int_0^{2\pi} f_n(t, s; q)dP_1(s)dP_2(t) \Longrightarrow \sqrt{V}Z. \]

where convergence is \(\mathcal{G}\)-stably in law.

**Proof.** Stable convergence is notion of joint convergence and stronger than convergence in law. See Aldous and Eagleson (1978) Proposition 1 for the definition of a stable convergence. Let the discretized filtration by \(\mathcal{F}_i, i = \max_j \{t_j \leq t\}\). For the discretized sequence \(\chi^n_i = \sqrt{\frac{H}{T}} \Delta P_1(t_i) \sum_{j:s_j<t_i} \Delta P_2(s_j) k_H(t_i - s_j)e^{-is_jq}\) which is adopted to \(\mathcal{F}_i\), we
show the stable convergence of $Z^n_t := \sum_{m=1}^{t} \chi^n_i$ to $Z_t = \int_0^t \nu_s dW_s$, a $\mathcal{F}_t$-conditional Gaussian martingale. Under the following conditions: (1) $\sum_i E(|\chi^n_i|^2 | \mathcal{F}_{i-1}) \to_p [Z, Z]$; (2) $\sum_i E(|\chi_i|^2 1_{|\chi_i| > \epsilon}) \to_p 0 \ \forall \epsilon$; we have $Z^n \implies Z$ stably. See the proof for Theorem 3.2 in Jacod (1997). The sufficient condition for the conditional Lindberg condition in (2) is the Liapanov condition $\sum E\{\chi^n_i 2^{1+\epsilon} | \mathcal{F}_{i-1}) \to_p 0$ for $\epsilon > 0$. We will show for $\epsilon = 2$ in the proofs for Theorem 1 and Theorem 2.

A.1 Proof of Theorem 1

We first prove for the diagonal element. Consider the first element of the centered estimator

$$E = \sum_{|\alpha| \leq n/2} K_H(\lambda_\alpha)\mathcal{F}_n(P_1)(\alpha)\mathcal{F}_n(P_1)(q - \alpha) - \mathcal{F}(\Sigma_1)(q).$$

We drop the subscript denoting asset for now. We can decompose the centered estimator into two terms, $E = M_1 + M_2$:

$$M_1 = \sum_{i=1}^{n} \Delta P^2(t_i) e^{-it_i q} - \int_0^{2\pi} e^{-iqt} d[P, P](t) \quad M_2 = \sum_{i \neq j} \Delta P(t_i) \Delta P(t_j) k_H(t_i - t_j) e^{-it_j q}.$$

We will show that $\sqrt{\gamma_H} M_1 = o_p(1)$ and $\sqrt{\gamma_H} M_2$ stably converges to a zero mean Gaussian variable By Itô’s formula, $M_1$ can be further decomposed into a martingale $M_{11} = 2 \sum_{i=0}^{n} \int_{t_i}^{t_{i+1}} \{P(t) - P(t_{i-1})\} e^{-ikt} dP(t) = O_p(n^{-1/2})$ and a predictable finite variation component $A = \sum_{i=1}^{n} \int_{t_i}^{t_{i+1}} (e^{-itk} - e^{-it\lambda}) d[P, P](t) = O_p(n^{-1})$. This is the Euler discretization error and its distribution is given by the Theorem 5.5 of Jacod and Protter (1998). Therefore, $\sqrt{\gamma_H} M_1 = O_p(H^{-1/2}) = o_p(1)$. Given the off-diagonal step function $f_n(t, s; q)$ in (A.3), we can express $M_2 = \int_0^{2\pi} \int_0^{2\pi} f_n(t, s; q) dP(s) dP(t)$ which has zero expectation. Then it holds by Lemma 1, $E[M_2, M_2] = 2E \int_0^{2\pi} \int_0^{2\pi} f_n^2(t, s; q) dP(s) dP(t)$, which is equal to (A.6) in Lemma 3. To verify the condition (2) in Lemma 4, let $\chi^n_i = \{\sum_{j<i} \sqrt{\gamma_H} \Delta P(t_i) \Delta P(t_j) k_H(t_i - t_j) (e^{-it_j q} + e^{-it_j q})\}$. Then, $E[\chi^n_i] = 9n^2 H^{-2} E\{\sum_{h=1}^{n} \Delta P(t_i) \Delta P(t_{i-h}) k_H(t_h)\}^4$

$$= 9n^2 H^{-2} \sum_{h=1}^{n} E \left( \int_{t_i}^{t_{i-h}} [P, P]'(t) dt \right)^2 \left( \int_{t_{i-h}}^{t_{i-1}} [P, P]'(t) dt \right)^2 k_H^4(t_h) + 18n^2 H^{-2}.$$
\[ \times \sum_{h,l=1}^{n} \mathbb{E} \left( \int_{t_{i-1}}^{t_{i}} [P, P]'(t)dt \right)^2 \int_{t_{i-1}}^{t_{i-h}} \int_{t_{i-1}}^{t_{i-l}} [P, P]'(t)dt k_H^2(t_h) k_H^2(t_l) \]

\[ \leq 9n^2H^{-1} \sup_t ([P, P]'(t))^4 \sup_t(\Delta t)^4 \times \left( \frac{1}{H} \sum_{h=1}^{n} k_H^4(t_h) + \frac{2}{H} \sum_{h,l=1}^{n} k_H^2(t_h) k_H^2(t_l) \right) \]

\[ = n^{-2}H^{-1}C_1 \int_{0}^{\infty} k_4(x)dx + n^{-2}C_2 \left( \int_{0}^{\infty} k_2(x)dx \right)^2 = O_p(n^{-2}). \]

where \([P, P]'(t)dt = d[P, P](t)\). In univariate case this simplifies to \([P, P]'(t) = \sigma^2(t)\). The pen-ultimate equality is using Assumption 2.1. Therefore the condition (2) in Lemma 4 is satisfied.

We now give a result for the off-diagonal element of the estimator when time stamps are asynchronous and sample sizes are unbalanced. We first show for the bivariate case and will extend the result to higher dimension. Denote the transaction time of the first asset \(t_{i,1} = t_i\) and the second asset \(t_{j,2} = s_j\). The centered estimator in (8) can be decomposed into, \( \mathcal{E} = M_1 + M_2\), where

\[ M_1 = \sum_{i,j} e^{-is_j} k_H(t_i - s_j) \Delta P_1(t_i) \Delta P_2(s_j) 1_{\{i,j \cap j,2 \neq \emptyset\}} - \int_{0}^{2\pi} e^{-itq} d[P_1, P_2](t) \]

\[ M_2 = \sum_{i,j} e^{-is_j} k_H(t_i - s_j) \Delta P_1(t_i) \Delta P_2(s_j) 1_{\{i,j \cap j,2 = \emptyset\}}. \]

We first derive the asymptotic bias. Let \( u_{ij} = t_i \wedge s_j \) and \( l_{ij} = t_{i-1} \vee s_{j-1} \). Then,

\[ E(M_1) = E \left( \sum_{i,j} e^{-is_j} \int_{l_{ij}}^{u_{ij}} dP_1(t) \int_{l_{ij}}^{u_{ij}} dP_2(s) 1_{\{i,j \cap j,2 \neq \emptyset\}} \right) - \int_{0}^{2\pi} e^{-itq} d[P_1, P_2](t) \]

\[ - E \left( \sum_{i,j} e^{-is_j} \int_{l_{ij}}^{u_{ij}} dP_1(t) \int_{l_{ij}}^{u_{ij}} dP_2(s) \{1 - k_H(t_i - s_j)\} 1_{\{i,j \cap j,2 \neq \emptyset\}} \right). \]

By multivariate Itô’s calculus, \( E(M_1) \) is given by the expectation of following terms conditionally on \( 1_{\{i,j \cap j,2 \neq \emptyset\}} \)

\[ \sum_{i,j} e^{-is_j} \int_{l_{ij}}^{u_{ij}} \{P_1(t) - P_1(l_{ij})\} dP_2(t) + e^{-is_j} \int_{l_{ij}}^{u_{ij}} \{P_2(t) - P_2(l_{ij})\} dP_1(t) \quad (A.13) \]

\[ + \sum_{i,j} \int_{l_{ij}}^{u_{ij}} (e^{-is_j} - e^{-itq}) d[P_1, P_2](t) \quad (A.14) \]

\[ - \sum_{i,j} e^{-is_j} \int_{l_{ij}}^{u_{ij}} dP_1(t) \int_{l_{ij}}^{u_{ij}} dP_2(s) \{1 - k_H(t_i - s_j)\}. \quad (A.15) \]
Recalling the definition of the union of time stamps in Assumption 2, the order of magnitude of the first term in (A.13) is given by

\[
\sum_{1 \leq i \leq n_1, 1 \leq j \leq n_2} e^{-i s_j q} \int_{l_{i,j}}^{u_{i,j}} \{P_1(t) - P_1(l_{i,j})\} dP_2(t)
\]

\[
= \sum_{l=1}^{N_T} \int_{T_{l-1}}^{T_l} \{P_1(t) - P_1(T_{l-1})\} dP_2(t) - \sum_{i,j} \{1 - e^{-i s_j q}\} \int_{l_{i,j}}^{u_{i,j}} \{P_1(t) - P_1(l_{i,j})\} dP_2(t)
\]

\[
= O_p(N_T^{-1/2}) + O_p(n_2^{-1} N_T^{-1/2}).
\]

The order of the magnitude for the second term in (A.13) is derived in a similar way. The change of discretization points to the union of the time points are without error and holds analytically. The order of (A.14) is \(O_p(n_2^{-1})\) since we can replace summation \(\sum_{i,j} \int_{l_{i,j}}^{u_{i,j}}\) by \(\sum_{1 \leq j \leq n_2} \int_{s_{j-1}}^{s_j s_j}\). This term is zero for an integrated (co)variance estimator, \(q = 0\). The asymptotic bias term conditional on the volatility path is given by

\[
E \sum_{i,j} e^{-i s_j q} \int_{l_{i,j}}^{u_{i,j}} dP_1(t) \int_{l_{i,j}}^{u_{i,j}} dP_2(s) \{1 - k_H(t_i - s_j)\} 1_{\{i, j, l_j \neq \emptyset\}}
\]

\[
\approx \sum_{i,j} e^{-i s_j q} \int_{l_{i,j}}^{u_{i,j}} d[P_1, P_2](t) \{-\frac{1}{2} k''(0) \left(\frac{(t_i - s_j)}{\Delta t H}\right)^2\} 1_{\{i, j, l_j \neq \emptyset\}}
\]

\[
\leq \left( \frac{n_1 \lor n_2}{(n_1 \land n_2) H} \right)^2 \frac{1}{2} \left(\frac{n_1 \land n_2}{2\pi}\right) \sup_{i,j} |t_i - s_j| 1_{\{i, j, l_j \neq \emptyset\}} \{k''(0)| \sum_{i,j} e^{-i s_j q} \int_{l_{i,j}}^{u_{i,j}} d [P_1, P_2](t)\}
\]

\[
= \left( \frac{n_1 \lor n_2}{(n_1 \land n_2) H} \right)^2 \frac{1}{2} \frac{A^2}{2\pi} |k''(0)| \int_{0}^{2\pi} e^{-itq} d [P_1, P_2](t).
\]

by Taylor expansion of \(\{k(0) - k_H(t_i - s_j)\}\), the first approximation holds by Assumption 2.3 and \(k'(0) = 0\). Then the order of the stochastic bias \(M_1\) is given by \(O_p(N_T^{-1/2}) + O_p(n_2^{-1}) + O_p(\{\frac{n_1 \lor n_2}{n_1 \land n_2 H}\}^2)\) for estimator at non-zero frequency and \(O_p(N_T^{-1/2}) + O_p(\{\frac{n_1 \lor n_2}{n_1 \land n_2 H}\}^2)\) for integrated (co)variance estimator. In both cases, the leading order term for the bias is the last term under the optimal bandwidth.

We next analyze \(M_2\) which can be expressed as

\[
M_2 = \int_{0}^{2\pi} \int_{s < t} f_n(t, s; q) dP_2(s) dP_1(t) + \int_{0}^{2\pi} \int_{s < t} f_n(s, t; q) dP_1(s) dP_2(t),
\]
The upper bound for expectations of (A.17) is given by $E[X_i | \chi^2_0] = \sum_{i} \Delta P_1(t_i)\Delta P_2(s_j)k_H(t_i-s_j)e^{-is_j^2}q_1(t_i,s_j)$. Then $\sup E[|\chi|^4] = O((n_1 \wedge n_2)^{-2})$ which can be proved similarly as the univariate case. Therefore the condition (2) in Lemma 4 is met. To show a convergence of covariation matrix estimator to a multivariate Gaussian distribution by a Cramer-Wold device, it is sufficient and necessary to show that the linear combination of the elements of the matrix estimator converges to a multivariate Gaussian random variable. Let denote $\mathcal{R}(q) := \hat{\mathcal{F}}(\mathcal{I})(q) - \mathcal{F}(\mathcal{I})(q)$ and consider the linear combination of the element $a^T \mathcal{R}(q)b$ and $c^T \mathcal{R}(q)d$. Note that $a^T \mathcal{R}(q)b \mathcal{R}(q)d = \text{vech}(ab^T)(\mathcal{R}(q) \otimes \mathcal{R}(q))\text{vech}(dc^T)$. The expectation of the above expression depends on $E\{\mathcal{R}(q) \otimes \mathcal{R}(q)\}$. Each element of this is given in Lemma 3.

A.2 Proof of Theorem 2

We analyze our estimator applied to microstructure noise not affected by the end points $U_0$ and $U_n$, given by

$$h^{-2} \sum_{i=1}^{n_1-1} \sum_{j=1}^{n_2-1} U_1(t_i)U_2(s_j)e^{-is_j^2}k_H(t_i-s_j)\Delta t_{i+1}\Delta s_{j+1} \quad (A.16)$$

$$+ h^{-1} \sum_{i=1}^{n_1-1} \sum_{j=1}^{n_2-1} U_1(t_i)U_2(s_j)e^{-is_j^2}e^{-i\Delta s_{j+1}^2} - 1\Delta t_{i+1} \quad (A.17)$$

The upper bound for expectations of (A.17) is given by

$$h^{-1} \sup_{j} \left|1 - e^{-i\Delta s_{j+1}^2}\right| \sup_{i} \left|\sum_{i=1}^{n_1-1} \sum_{j=1}^{n_2-1} E\{U_1(t_i)U_2(s_j)\}k_H(t_i-s_j)\right|$$

$$= C_1 \frac{n_1 \vee n_2}{H} \frac{1}{n_1n_2} \left\{ \sum_{|t_i-s_j|/\Delta t \leq \sqrt{H}} \sum_{|t_i-s_j|/\Delta t > \sqrt{H}} \right\} E\{U_1(t_i)U_2(s_j)\}k_H(t_i-s_j)$$

$$\leq C_1 (n_1 \wedge n_2)^{-1} H^{-1} \sup_{|t_i-s_j|/\Delta t \leq \sqrt{H}} \left|k_H(t_i-s_j)\right| \sum_{|t_i-s_j|/\Delta t \leq \sqrt{H}} \gamma(\{t_i-s_j\} / \Delta t)$$
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+ \sup_{|t_i - s_j|/\Delta t > \sqrt{\Pi}} |\gamma(\{t_i - s_j\}/\Delta t)| \left| \sum_{|t_i - s_j|/\Delta t > \sqrt{\Pi}} k'_H(t_i - s_j) \right| = o(H^{-1}),

since \(\sup_{|t_i - s_j|/\Delta t \leq \sqrt{\Pi}} |k'_H(t_i - s_j)| \to k'(0) = 0\) under the Assumption 2. By Assumption 6, \(\sum_{|t_i - s_j|/\Delta t \leq \sqrt{\Pi}} \gamma(\{t_i - s_j\}/\Delta t) = O(n_1 \land n_2)\). The last supremum term vanishes at the exponential rate by Assumption 6. The expectation of squares of \((A.17)\) is bounded by

\[
C_2(n_1 \land n_2)^{-2} H^{-2} \left\{ \sum_{i,j,r,l} EU_1(t_i)U_2(s_j)U_1(t_r)U_2(s_i)k'_H(t_i - s_j)k'_H(t_r - s_i) \right\},
\]

which is \(O((n_1 \land n_2)^{-1} H^{2\mu - 1})\). Denote a set \(S := \{i, j, r, l; (t_i - t_r)/\Delta t < H^\mu, (s_j - s_l)/\Delta s < H^\mu\}\) where \(0 < \mu < 1\). Then the terms in the curly bracket in \((A.18)\) is given by

\[
\left\{ \sum_{i,j,r,l \in S} + \sum_{i,j,r,l \in S^c} \right\} EU_1(t_i)U_2(s_j)U_1(t_r)U_2(s_i)k'_H(t_i - s_j)k'_H(t_r - s_i)
\]

\[
\leq \sup_{i,j,r,l \in S} |EU_1(t_i)U_2(s_j)U_1(t_r)U_2(s_i)| \left| \sum_{i,j} \sum_{|h_i|_{|v|} < H^\mu} k'_H(t_i - s_j)k'_H(t_r - s_i - l) \right|
\]

\[
+ C_3 n_1^2 n_2^2 \sup_{i,j,r,l \in S^c} |EU_1(t_i)U_2(s_i - h)U_1(t_r)U_2(s_r - v)| = (i) + (ii).
\]

For balanced and equally spaced case, \((i)\) simplifies to

\[
\sup_{|i - r| < H^\mu, |h - v| < H^\mu} |EU_1(t_i)U_2(s_i - h)U_1(t_r)U_2(s_r - v)| \left| \sum_{|i - r| < H^\mu, |h - v| < H^\mu} k'_H(t_i - s_i - h)k'_H(t_r - s_r - v) \right|.
\]

When sample size is balanced, it holds that \(\frac{t_i - s_i - h}{h} \sim \frac{h}{H}\) under Assumption 2. Then

\[
\sum_{|i - r| < H^\mu, |h - v| < H^\mu} k'_H(t_i - s_i - h)k'_H(t_r - s_r - v) = 2H^\mu n \sum_{|h - v| < H^\mu} k'_H(h)k'_H(v) \leq 4H^{2\mu} n \sum_{h=1} n \{k'(\frac{h}{H})\}^2.
\]

For unbalanced case, we use the fact that \(\sum_{i,j} \{k'_H(t_i - s_j)\}^2 \simeq (n_1 \land n_2)H \int_{-\infty}^\infty \{k'(x)\}^2 dx\) and that the order of \(#\{0 \leq i, r \leq n_1; |t_i - t_r|/\Delta t < H^\mu\}\) is same as when the data is equally spaced under Assumption 2. Then \((i) = \rho(0)A(n_1 \land n_2)H^{2\mu + 1}\int_{-\infty}^\infty \{k'(x)\}^2 dx\). We have \((ii) = C_3 n_1^2 n_2^2 \sup_{|t| > H^\mu} \rho(\tau)\) which is exponentially vanishing by Assumption 6. The expectation of \((A.16)\) is given by

\[
\hat{h}^{-2} \left\{ \sum_{|t_i - s_j|/\Delta t \leq \sqrt{\Pi}} + \sum_{|t_i - s_j|/\Delta t > \sqrt{\Pi}} \right\} E\{U_1(t_i)U_2(s_j)\} e^{-is_j,\alpha} k''_H(t_i - s_j)\Delta t_{i+1} \Delta s_{j+1} = (i) + (ii).
\]
(ii) is bounded by

$$h^{-2} \sup_i (\Delta t_{i+1}) \sup_j (\Delta s_{j+1}) \sup_{|t_i-s_j|/\Delta t \geq \sqrt{n}} |EU_1(t_i)U_2(s_j)| \sum_{|t_i-s_j|/\Delta t \geq \sqrt{n}} |k''_H(t_i - s_j)|$$

\[ \leq C_4 \frac{n_1 \vee n_2}{H} \sup_{|t_i-s_j|/\Delta t \geq \sqrt{n}} \left| \gamma |t_i - s_j|/\Delta t | \int_{-\infty}^{\infty} |k''(x)| dx, \right. \]

which vanishes at the exponential rate by the Assumption 6. \( \int_{-\infty}^{\infty} |k''(x)| dx \) is well defined by the Assumption 3. (i) is bounded by

$$\eta \frac{n_1 \vee n_2}{H^2(n_1 \wedge n_2)} \sum_{|t_i-s_j|/\Delta t \leq \sqrt{n}} E\{U_1(t_i)U_2(s_j)\} k''_H(t_i - s_j) e^{-is_j|a|} \simeq \eta \frac{n_1 \vee n_2}{H^2} |k''(0)| \Gamma_{12},$$

by Assumption 6. The order of (A.16) is derived similarly as (A.18). The expectation of squares of (A.16) is bounded by

$$C_5 \left( \frac{n_1 \vee n_2}{H^2(n_1 \wedge n_2)} \right)^2 E \left\{ \sum_{\alpha=1}^{n_1-1} \sum_{\beta=1}^{n_2-1} U_1(t_i)U_2(s_j) k''_H(t_i - s_j) \right\}^2 \tag{A.19}$$

\[ \simeq C_5 \left( \frac{n_1 \vee n_2}{H^2(n_1 \wedge n_2)} \right)^2 \rho(0)4(n_1 \wedge n_2)H^{2\mu+1} \int_{-\infty}^{\infty} \{k''(x)\}^2 dx = O\left( \frac{(n_1 \vee n_2)^2}{n_1 \wedge n_2} H^{2\mu-3} \right). \]

When data is balanced it simplifies to \( O(nH^{2\mu-3}) \). In summary we have

$$E \left\{ \sum_{|\alpha| \leq m/2} K_H(\lambda_\alpha) \mathcal{F}(dU_1(\alpha)) \mathcal{F}(dU_2(q-\alpha)) \right\} \simeq \eta \frac{n_1 \vee n_2}{H^2} |k''(0)| \Gamma_{12}$$

$$E \left\{ \sum_{|\alpha| \leq m/2} K_H(\lambda_\alpha) \mathcal{F}(dU_1(\alpha)) \mathcal{F}(dU_2(q-\alpha)) \right\}^2 = O\left( \frac{(n_1 \vee n_2)^2}{n_1 \wedge n_2} H^{2\mu-3} \right).$$

With some algebra it is easy to show that under the optimal bandwidth given in Theorem 2, the square root of (A.19) multiplied by the rate of convergence of the distribution \( n^{\beta}, \beta = \frac{2-\beta}{5} \) is \( o(1) \). All other terms that involve the end terms are of smaller order by similar argument given in Lemma A.4 and Lemma A.5, Barndorff-Nielsen et al. (2011) Therefore the microstructure noise only contributes to the asymptotic bias.

A.3 Proof of Theorem 3

Our Theorem 2 implies that (8) is uniformly consistent in \( q \). If we assume the modulus of continuity of \( \Sigma(t) \) is available and given by (14) then by triangular inequality, there exists
sequence $\delta(n) \to 0$ such that

$$\sup_{\delta(n) \leq t \leq 2\pi - \delta(n)} \| \Sigma(t) - \frac{1}{2\pi} \sum_{|q| \leq m/2} K_H(\lambda_q) \exp(iqt) \hat{F}(\Sigma)(q) \|_2 \leq C(\frac{4}{m}).$$

Therefore we have uniform consistency result for the estimator of instantaneous covariance matrix.
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