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Abstract

The paper concerns an analysis of the decisional power index, the so called Hoede-
Bakker index. This index takes the preferences of the players into account, as well
as the social structure in which players may influence each other. We investigate the
properties of the Hoede-Bakker index and the relations between this index and other
(well-known) power indices. In the special case that all players are independent, i.e.
no player influences any other player, the Hoede-Bakker index reduces to the absolute
Banzhaf index. We also investigate whether this decisional power index displays some
voting power paradoxes and whether it satisfies the postulates for power indices.
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1 Introduction

Many power indices have been introduced (Shapley and Shubik, 1954; Penrose,
1946; Banzhaf, 1965; Dubey and Shapley, 1979; Coleman, 1971; Johnston, 1978;
Deegan and Packel, 1978; Holler, 1982; Holler and Packel, 1983; etc.). A review
and comparison of these power indices have been made, for instance, in Laru-
elle (Laruelle, 2000). In the literature, some features of power indices, called
voting power paradoxes, have been investigated, for instance, the paradox of
new members and the paradox of large size (Brams, 1975; see also: Brams and
Affuso, 1976), the paradox of redistribution (Fischer and Schotter, 1978), the
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quarrelling paradoxes (Kilgour, 1974). A theoretical analysis and extensive dis-
cussion of power indices and voting power paradoxes is given in Felsenthal and
Machover (1998). There is also empirical research on paradoxes of power indices
(see, for instance: Schotter, 1981). In particular, the occurrence of voting power
paradoxes in real politics has been studied (Van Deemen and Rusinowska, 2001;
Rusinowska, 2001). More recently, Felsenthal, Machover and Zwicker (Felsen-
thal and Machover, 1995, 1998; Felsenthal, Machover and Zwicker, 1998; see
also: Laruelle, 2000) proposed some desirable properties of power indices, that
they refer to as postulates, the non-fulfillment of which they considered as para-
doxical.

The aim of this paper is to investigate properties of the, to the best of
our knowledge, less well-known Hoede-Bakker index. Hoede and Bakker (1982)
introduced the concept of decisional power. The essential point of the Hoede-
Bakker index is the distinction between the inclination to say ”yes” or "no” and
the final decision apparent in a vote. As Hoede and Bakker noticed ”In fact, it
is the difference between inclination and final decision in which the exertion of
power on an actor manifests itself”.

Our paper is organized as follows. Section 2 contains a short survey of
power indices, voting power paradoxes and some postulates. All remaining
sections, that is, Sections 3-9, concern the Hoede-Bakker index. In Section 3, we
describe the decisional power index. In Section 4, some examples are presented,
showing in particular that this index depends on the group decision. Section
5 concerns a case with an even number of players. In Section 6, the decisional
power index of a set of players is analysed. In Section 7, we deal with some
further properties of the Hoede-Bakker index. In particular, we check whether
this index satisfies some postulates and displays some paradoxes. In Section
8, the relations between the Hoede-Bakker index and other power indices are
presented. Finally, Section 9 contains conclusions. The paper contains also two
appendices. Appendix A contains examples of social networks for n = 2,3, 4, 5.
In Appendix B, we add tables presenting the results for figures from Appendix
A. The last table in Appendix B summarizes the results.

2 On Power Indices and their Properties

2.1 Power Indices

A (0,1)-game is a pair (N,v), where N = {1, ..., n} denotes the set of players
and v : 2V — {0,1} is a function for which v(()) = 0. A simple game is a (0,1)-
game such that v(N) = 1 and v is nondecreasing, i.e., v(S) < v(T") whenever
S C T C N. Any nonempty subset of N, ) # S C N, is called a coalition. A
coalition S is winning if v(S) = 1, and losing if v(S) = 0. Player k € S is a
swinger in a winning coalition .S, if his or her removal from this coalition makes
it losing, that is, if v(S) = 1 and v(S\ {k}) = 0. We refer to a winning coalition
in which all players are swingers as a minimal winning coalition. If one player,
say player k € N, forms the only minimal winning coalition, then £ is called a



dictator. A dummy is a player who is a member of no minimal winning coalition.
Hence, a dictator, if there is one, can be characterized as the sole player who is
not a dummy.

One interesting class of simple games is the class of weighted voting games.
We use the symbol [g; w1, wa, ..., wy,] to represent a weighted voting game, where
q is the quota needed for a coalition to win, and wy is the number of votes of
player k (k =1, 2, ..., n). The quota ¢ and the voting weights w1, ws, ..., w, are
positive integers with 0 < ¢ < 3>, w;. Then, the expression [g; w1, wo, ..., wy,]
represents the simple game v : 2 — {0,1} defined for all S C N by

0 otherwise

U(S):{l if Zkeswkzq. (1)

A power index is a function ¢ that associates with each simple game (N, v)
a vector ¢ = (¢1, ..., ¢n), where ¢, is interpreted as a measure of the influence
that player k£ can exert on the outcome.

Many ideas how to evaluate the distribution of power among the players
have appeared. We will give a short survey of some (well-known) power indices.

e The Shapley-Shubik index for the simple game (N, v) is the vector
Sh(v) = (Sh1(v), ..., Shn(v)), given by
Pk
Shy(v) = ol (2)
for each k = 1, ..., n, where py is the number of orders in which player & is

pivotal. A player is said to be pivotal for an order if it turns the coalition
of players preceding him in that order into a winning coalition.

e The normalized Banzhaf index for the simple game (V,v) is the vector
Bz(v) = (Bz1(v), ..., Bzp(v)), where for each k =1,....,n

Bz(v) = S 477]; ” (3)

and 7, means the number of winning coalitions in which player k is a
swinger.

e The non-normalized Banzhaf indez, also called the absolute Banzhaf index
is the vector nnBz(v) = (nnBz1(v), ...,nnBz,(v)), given by

nnBa(v) = 5 = 5l (4)
for each £ = 1,...,n, where (; denotes the total number of coalitions

containing player k.

e The Deegan-Packel index for the simple game (N, v) is the vector
DP(v) = (DP;(v),..., DP,(v)), defined by

D&(v)z% I (5)

S
{SeM:keS}



for each £k = 1,...,n, where M means the set of all minimal winning
coalitions, m is the total number of minimal winning coalitions, and s is
the number of players in S.

e The Holler-Packel index, also called the Holler index or the public good
power indez, is the vector HP(v) = (HP1(v), ..., HP, (v)), where

mg
HP(v) = —=——— (6)
ZjeN m;j
for k =1,...,n, and mg means the number of minimal winning coalitions

containing player k.

2.2 Voting Power Paradoxes

In this subsection, we will recapitulate some counterintuitive features of power
indices analysed in the literaure, called paradozes of power indices.

e Paradox of new members (Brams, 1975; Brams and Affuso, 1976) -
It appears when a new party joins the assembly and at least one old party
has greater voting power in this new situation than in the old one.

Let V = [g; w1, ..., wy] and V' = [¢/; w1, ...y Wy, Wy 11].
A power index ¢ displays the paradox of new members if

for some k € N, ¢, (V') > ¢ (V).

e Paradox of large size (Brams, 1975) -
It occurs when the power index of a union of parties is less than the sum
of the power indices of the separate parties of that union.
Let P C N be the set of players who decided to unite. Let us call this
union player U, where wy =, . p wy.
A power index ¢ displays the paradox of large size if

¢U < ZkeP ¢k-

e Paradox of redistribution (Fischer and Schotter, 1978) -
It appears when either a party’s voting weight decreases and at the same
time its power index increases, or when a party gains in terms of voting
weight, but loses in voting power.
Let V = [g; w1, ..., w,], V' = [gyw], ..., w]], and >} _j wp, = Y p_; w.
A power index ¢ displays the redistribution paradox if

for some &, wj, < wy and ¢x (V') > ¢p(V).



2.3

Some Postulates

In this subsection, we recapitulate some postulates concerning power indices,
presented in particular in Felsenthal and Machover (1998) and Laruelle (2000).
We add a postulate concerning a dummy.

3

Invariance postulate -
A voter’s measure of power does not depend on his name.

Normalization postulate - The voters’ measures of power add up to 1.

Z <Z>k(v) =1

keEN

Dummy postulate - A player & is a dummy if and only if ¢y (v) = 0.

Monotonicity postulate -
In a weighted voting body, a voter with a larger voting weight cannot be
worse off than a voter with a smaller voting weight, i.e.,

if wg > wj, then ¢r(v) > ¢, (v).

Bloc postulate -

If two voters always vote together so that they end up in forming a single
voter, then the new voter has more power than each of the previous voters.
Given (N, v), we consider (N\{j}, ) such that v'(S) = v(SU{j}) ifk € S,
and v'(S) = v(S) otherwise. The bloc postulate requires that:

if ¢;(v) > 0, then ¢ (v') > ¢r(v).

Donation postulate -

In a weighted voting body, a voter cannot gain power by distributing some
of his voting weight to other voters.

Let V = [g; w1, ...;wy], V! = [gyw], ..., w]], and >} _, w, = Y _p_; W
The donation postulate requires that:

if w) > w; for each j # k and wj, < wy, then ¢y (V') < @i (V).

Description of the Hoede-Bakker Index

The concept of decisional power was introduced by Hoede and Bakker (1982).
It is based on the fact that in situations in which decisions have to be made, a
distinction between the inclination to say yes or no and the actual decision may
appear. A player may be, for instance, in favor of a certain decision (a certain
point at issue), that is, his inclination is then ”yes”, but in fact he says "no” due
to the influence of other player(s). Such a distinction between the inclination
and the final decision illustrates the power of influencing players.



In this subsection, we recapitulate the definition of the decisional power in-
dex, the so called Hoede-Bakker index. We introduce a slightly different descrip-
tion than in Hoede and Bakker (1982). Let us consider the following situation.
There are n > 1 players who have to make a decision about a certain point at
issue (to accept or to reject a bill, a candidate, etc). By N we denote the set
of all players (actors, voters), that is, N = {1,...,n}. With respect to the point
at issue, each player has an inclination either to say "yes” (denoted by ”1”) or
"no” (denoted by ”0”). Hence, for n players, we have 2" possible inclination
vectors, that is, n-vectors consisting of zeros and ones. An inclination vector
will be denoted by i, the set of all n-vectors by I. For n = 3 we have 8 incli-
nation vectors. For instance, ¢ = (1,1,0) means that player 1 and 2 have the
inclination ”yes”, but actor 3 has the inclination "no”.

Each inclination vector ¢ € I is transformed into a decision vector, denoted
by b. Formally, such a transformation may be represented by an operator
B: I — I, that is,

b = Bi. (7)

Decision vector b is n-vector consisting of zeros and ones (b € I) and indicating
the decisions made by all actors. For instance, B(1,1,0) = (1,0,0) means that
players 1 and 3 voted according to their inclination (player 1 said ”yes”, player
3-7n0"), and actor 2 decided for "no”, although his inclination was ”yes”. The
set of all decision vectors is denoted by B(I).

The group decision gd : B(I) — {1,—1} is a function defined on the vectors
b. It has the value +1 if the group decision is "yes” and the value —1 if the
group decision is "no”.

There are many possibilities to choose the operator B and the group decision
gd. Hoede and Bakker (1982) proposed only two axioms which have to be
satisfied by B and gd. Let us introduce first some definitions.

Definition 3.1 For each inclination vector i = (i1, ..., i,), the complement of i
is a vector i¢ = (4§, ..., %) such that for each k € {1,...,n}

e J1 af 4=0
’k_{o if ip=1" (8)
Definition 3.2
i<i <= {keN|ix=1}C{keN |, =1} (9)

According to Hoede and Bakker (1982), B and gd have to satisfy the following
two axioms:

AXIOM (A-1):
Vi € I [gd(Bi€) = —gd(Bi)] (10)

AXIOM (A-2):

VieIVi'ell[i<i = gd(Bi)< gd(Bi)] (11)



Axiom (A-1) says that changing all inclinations leads to the opposite group
decision. Axiom (A-2) means that the group decision ”yes” is not changed into
”no” if the set of players with inclination "yes” is enlarged. Let us notice that
we do not introduce separate axioms for B and gd. Axioms (A-1) and (A-2)
concern both B and gd together.

Definition 3.3 Given B and gd, the decisional power index (the Hoede-Bakker
index) of a player k € N is given by

HB(k):2n1_1~ > gd(Bi). (12)
{i: ix=1}

Let us notice that when defining this power index of a player, we assume this
player to have an inclination ”yes” and consider the group decisions for all 271
inclination vectors of the remaining players. If we assumed a player to have an
inclination "no” (and then considered the group decisions for all 2"~ inclination
vectors of the remaining players), by virtue of axiom (A-1), the Hoede-Bakker
index would be a non-positive number with absolute value equal to the one from
Definition 3.3. Hence, without loss of generality, we assume the player has an
inclination ”yes”.

4 Power Dependent on the Group Decision

Hoede and Bakker (1982) considered a social network modelled as a directed
graph, and then, depending on the structure of the network, they defined the
operator B and the group decision gd. Let us notice that, since B and gd have
to satisfy only two axioms (A-1) and (A-2), defining B and gd does not have to
be unique.

Example 4.1 We will analyse Figure 4(f) in Appendix A. Players 1, 3, 4 and 5
are not influenced, but player 2 is influenced by players 1, 3 and 4. We assume
that if a player is not influenced, he decides according to his own inclination. If
a player is influenced by only one voter, we can assume this influenced player
follows his ”boss”. But what about a player who is influenced by more than
one voter? What decision should he make if inclinations of influencing actors
are opposite? Let us define B and gd for the social network from Figure 4(f).
We will specify different procedures for defining B and gd.

Procedure 1

e Player k (k € {1,3,4,5}) always follows his own inclination.

)

e If at least two influencing players have the inclination
decides for ”yes”, otherwise he says "no”.

yes”, player 2

o If at least three players decide for "yes”, the group decision is "yes” (that
is, gd = +1), otherwise the group decision is "no” (that is, gd = —1).



Let us notice that in Procedure 1, player 2 never considers his own inclination.
For instance, if players 2 and 4 have the inclination ”yes”, and players 1 and 3
have the inclination "no”, player 2 still will choose for "no”. Table 1 in Appendix
B shows the group decision for Figure 4(f) with Procedure 1. Both axioms (A-1)
and (A-2) are satisfied. By virtue of Table 1, we can calculate that:

HB(1)=HB(3)=HB(4) = 15 - (12— 4) = 3,
HB(2)=HB() = % -(8—-8)=0.

Example 4.2 Let us apply now a different procedure to Figure 4(f). One of
the differences between the new procedure and the previous one is that now
player 2 takes into account also his own inclinations. The procedure looks as
follows:

Procedure 2
e Player k (k € {1,3,4,5}) always follows his own inclination.

e If all influencing players 1, 3 and 4 have the same inclination, player 2
follows their inclination, otherwise he decides according to his own incli-
nation.

o If at least three players decide for ”yes”, the group decision is "yes” (that
is, gd = +1), otherwise the group decision is "no” (that is, gd = —1).

Table 2 in Appendix B presents the group decision for Figure 4(f) with Pro-
cedure 2. As before, axioms (A-1) and (A-2) are satisfied. We receive that
HB(k) =% -(11—5) = 2 for all k.

Let us notice that Procedure 2, taking into account player 2’s inclinations in
some cases, appears to be fruitful not only for player 2, but also for player 5
who did not change his behaviour. Players 1, 3 and 4 lost some of their power
when applying Procedure 2.

Examples 4.1 and 4.2 illustrate that given a social network, you can define
different B’s and gd’s giving different results. The power index does depend on
how we define B and gd. The only requirement is that the axioms (A-1) and
(A-2) have to be satisfied. This gives some additional possibilities, for instance,
to consider a case of partial influence.

Example 4.3 Let us consider Figure 2(c). We have three players. Player 1
influences both players 2 and 3. We apply two procedures to this example. The
first one is the following:

Procedure 3
e Player 1 always follows his own inclination.
e Player k (k € {2,3}) always follows the inclination of player 1.

e The group decision is "yes” if and only if all three players say ”yes”.



Formally, we can define this procedure by:
Vi = (il,iQ,ig) [B’L = (il,il,il) A\ (gd(B’L) =1 <= Bi= (1, 1, 1))] (13)

The results of the group decision are given in Table 3 (see Appendix B). Both
B and gd satisfy axioms (A-1) and (A-2). From Table 3 we get:
HB(1)=1.(4-0)=1,

HB(2)=HB(3)=1-(2-2)=0.

Example 4.4 Let us apply now a different procedure. In a sense, we assume
now player 1 to have ”less influence” on the others.

Procedure 4

e Player 1 always follows his own inclination.

e If player 1 has the inclination ”yes”, then player 2 will follow this inclina-
tion, but player 3 will decide according to his own inclination. If player
1 has the inclination "no”, then player 2 will decide according to his own
inclination, and player 3 will follow player 1.

e The group decision is "yes” if and only if at least two players say ”yes”.
Procedure 4 can be written formally as:

Vi = (’il,’ig,’ig) [(21 =1 = Bi= (il,il,ig)) A\ (Zl =0 = Bi= (il,ig,il)) N

(gd(BZ) = gd(bl,bg,bg) =1 «— ibk > 2)] (14)
k=1

The results of applying Procedure 4 to Figure 2(c) are shown in Table 4 (Ap-
pendix B). Let us notice that for the operator B defined in Procedure 4 we could
not choose the group decision gd from Procedure 3, because then axiom (A-1)
would not be satisfied. But B and gd defined together in Procedure 3 satisfy
both axioms (A-1) and (A-2). From Table 4, we get the same results as before,
that is, HB(1) = 1 and HB(2) = HB(3) = 0. In this case, either player 1 did
not lose his power, or players 2 and 3 did not gain in power, although player 1’s
influence has been slightly limited.

5 0Odd Versus Even Number of Players

Because it will be used frequently in what follows, we define a standard pro-
cedure which satisfies axioms (A-1) and (A-2) in case the number of players is
odd.



Theorem 5.1 Let INF (k) denote the set of players influencing player k, k €
N,0<|INF(k)|<n—1, k¢ INF(k). Moreover, let

INFYs(k,i) ={m € INF(k) | im = 1},

INF™(k,i) = {m € INF(k) | im = 0}, where i = (i1,...,in) denotes the
inclination vector. Bi = (b, ...,by,) means the decision vector for i.

If n is odd, then the operator B and group decision gd defined in the Standard
Procedure below, satisfy both axioms (A-1) and (A-2):

Procedure 5 (Standard Procedure)
For each k € N:
1. If |INF (k)| =0, then for each i = (i1, ...,%n), b = i.
2. If INF (k)| > 0, then for each i = (i1, ...,9n):

(a) if [INFYes(k,i)| > [INF(k,4)|, then by = 1,
(b) if INFYes (k)| < |INF™(k,i)|, then by =0,
(¢) if [INFYs(k,i)| = |[INF™(k,i)|, then by = ix.

For each i = (i1,...,1n):

1 if HkeN |be=1} > [2]+1
-1

otherwise ’ (15)

gd(Bi) = {

where [x] means the greatest integer not greater than x.

Proof: Let i = (i1,...,4,) be arbitrary and let it contain « 1’s and n — z 0’s,
0 <z < n. We determine Bi = (by,...,b,) and gd(Bi). Let Bi contain y 1’s
and n —y 0%s. If y > [§] + 1, then gd(Bi) = 1, otherwise gd(Bi) = —1.

Let us consider now ¢¢. It contains n —x 1’s and = 0’s. We determine

Bi¢ = (b},...,),). For each player k such that [INF(k)| = 0, b, = i} =
—ip = —by. For each player k such that [INF (k)| > 0, also b}, = —by. Then,
Bi¢® = —(by,...,b,) = —Bi. Hence, Bi° contains y 0’s and n — y 1’s.

Suppose that n is odd. Then, [F]+1 = ”T“ Ify > ”TH, then gd(Bi) = +1 and
n—y < ”T_l < ”T'H, what gives gd(Bi¢) = —1. If y < "TH, then gd(Bi) = —1
and gd(Bi¢) = +1.

If n is even, then we find a problem when y = n —y. Then, [3] = §,
% < % + 1, and hence gd(Bi) = —1. But then, alson —y = % < & + 1 and
gd(Bi¢) = —1, what means that axiom (A-1) is NOT satisfied. However, axiom
(A-2) is satisfied.

For a given ¢ = (i1, ...,4,) having  1’s and n — z 0’s, we consider ¢’ = (i, ..., i,,)
such that {k € N | i, =1} C {k € N | i) = 1}. Hence, in particular, i’ has
x+elsand n—z —e 0’s, where 0 < e < n—x. Let Bi = (by,...,b,) and
Bi" = (V),...,b,). Then, {k € N | b, = 1}| > {k € N | by = 1}|. Hence,
if {k € N | by =1} > [5] + 1, then gd(Bi) = +1 and gd(Bi') = +1. If
H{k € N | by = 1}| < [§]+ 1, then gd(Bi) = —1 and hence gd(Bi') > gd(Bi). O

10



Remark 5.1 Let us notice that Procedure 1 applied to Figure 4(f) (see section
4) is, in fact, our Standard Procedure for n = 5 applied to Figure 4(f). Moreover,
if in Procedure 3 applied to Figure 2(c) we change gd and we assume the group
decision to be "yes” if and only if at least two players say ”yes”, we get the same
result (see Table 3 in Appendix B), and moreover this modified Procedure 3 is
again the Standard Procedure for n = 3 applied to Figure 2(c).

Remark 5.2 For n even, the operator B and the group decision gd described in
the Standard Procedure, do satisfy axioms (A-1) and (A-2) if for each inclination
vector ¢, the decision vector Bt has a different number of 1’s and 0’s. So, if for an
even number of players there is no draw in Bi, we can still apply the Standard
Procedure.

Hoede and Bakker (1982) considered mainly an odd number n of voters,
but for n even they suggested the idea to ”"add an isolated dummy actor with
prescribed voting behaviour, e.g. ”yes” if that is the group decision in case of a
draw”. Let us consider some examples with an even number of players.

Example 5.1 We can apply our Standard Procedure to Figure 1(b). We have
two players, and player 1 influences player 2. According to the Standard Proce-
dure, player 1 will follow his own inclinations, and player 2 will always follow the
inclination of his unique influencing voter - player 1. The results are described
in Table 5. In this particular case, axioms (A-1) and (A-2) are satisfied. We
get:

HB(l):%-(Q—O):l, andHB(2):%-(1—1):0.

Example 5.2 Unfortunately, we cannot apply the Standard Procedure to Fig-
ure 1(a) in which there are two independent players, because then axiom (A-1)
would not be satisfied. In this case, we get a draw twice, that is, when players
have different inclinations. We follow the idea mentioned in Hoede and Bakker
(1982) to add an isolated player, but now we assume him to say "no” in case of
a draw. We get the following result:

gd(B(]-a 1)) = gd(]-v 1) =+1,

gd(B(]., 07 0)) = gd(la 07 0) = 71;

9d(B(0,1,0)) = ¢d(0,1,0) = —1,

gd(B(0,0)) = gd(0,0) = —1,

and finally HB(1) = HB(2) = - (1—1) =0.

Definition 5.1 By the Drawn Standard Procedure we mean the Standard Pro-
cedure adapted to the case of an even number of players as described in Example
5.2.

Example 5.3 We cannot apply the Standard Procedure either to Figure 3(a)
or to Figure 3(c), because of a draw, but we can apply the Drawn Standard
Procedure to these figures. Tables 6 and 7 show the group decision for Figures

11



3(a) and 3(c), respectively. In Figure 3(a), we have four independent voters.
The result is similar to the one from Figure 1(a), that is,

HB(k)=1%-(4—4) =0 for each k € {1,2,3,4}.

In Figure 3(c), there are also four players: players 1 and 2 influence player 4, but
player 3 is independent (that is, he is not influenced and he does not influence
anybody). By virtue of Table 7, we get:

HB(1)=HB(2)=1%-(5-3) =1,

HB(3)=HB(4)=%-(4—4)=0.

0|—00]—

Example 5.4 As we already mentioned, we can apply the Standard Procedure
for a social network with an even number of players, but only if no draw appears.
In particular, we can apply it to Figures 3(b), 3(d) and 3(e). The results for
these figures are given in Tables 8, 9 and 10, respectively.

In Figure 3(b), players 1, 2 and 3 influence player 4. According to Table 8, we
get:

HB(1)=HB(2)=HB(3)=13% (6-2) =3,

HB(4):§-(4—4):0.

In Figure 3(d), player 1 influences the others, that is, players 2, 3 and 4. In
Figure 3(e), player 1 has ”less” influence: he influences only players 2 and 3,
and player 4 is independent. Nevertheless, the power index of player 1 is equal
to 1 in both cases:

HB(1) = % -(8—0)=1, and

HB(k)=5-(4—4) =0 for k € {2,3,4}.

For a social network with an arbitrary odd number of players, we can also
apply a procedure slightly different from the Standard Procedure. The only
difference is that in this new procedure, an influenced player k does not con-
sider only INFv¢¢(k,i) and INF™(k,i) without taking into account his own
inclinations, but he compares the sets IN F¥**(k,1)U{k} and INF™°(k,i)U{k}.
One can prove that:

Theorem 5.2 Let INF (k) denote the set of players influencing player k, k €
N,0<|INF(k)|<n—1, k¢ INF(k). Moreover, let

INF2ves(k,i) = {m € INF(k) U{k} | im = 1},

INF2™(k,i) = {m € INF(k) U {k} | im = 0}, where i = (i1,...,in) denotes
the inclination vector. Bi = (b1, ...,b,) means the decision vector for i.

If n is odd, then the operator B and group decision gd, defined in Procedure 6,
satisfy both azioms (A-1) and (A-2):

Procedure 6
For each k € N:
1. If |INF (k)| =0, then for each i = (i1, ...,%n), b = i.
2. If INF (k)| > 0, then for each i = (i1, ...,9n):
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(a) if | INF2vs(k,i)| > |INF2(k, )|, then by =1,
(b) if [INF2ves(k,i)| < [INF2"(k,i)|, then by, =0,
(c) if |INF2ves (k)| = |[INF2"(k,7)|, then by, = ix.

For each i = (i1,...,10n):

41 if HEEN |bp=1}>[2]+1
gd(Bi) = { -1 otherwise

where [x] means the greatest integer not greater than x.

The proof of Theorem 5.2 is very similar to the proof of Theorem 5.1. The
results of applying both Procedures 5 and 6 can be, of course, different. In
fact, Procedure 2 applied to Figure 4(f) (see section 4) is Procedure 6 for n =5
applied to Figure 4(f). As we already saw in section 4, we received different
results when using Procedures 1 and 2.

One can show that the same results of applying B and gd may come from
different social networks. Let us apply Procedure 6 presented in Theorem 5.2
to Figure 2(a) and 2(c). In fact, in both cases the results are precisely the
same. They are presented in Table 11 (see Appendix B). Applying the Standard
Procedure from Theorem 5.1 to Figure 2(a) gives, of course, the same results.
We get then:

HB(k)=1-(3—1) =3 for each k € {1,2,3}.

6 Decisional Power of a Set of Players

Hoede and Bakker (1982) defined the decisional power index of a set .S of players.
In the definition, all actors in S are assumed to have the same inclination ”yes”,
and we consider the group decisions for all 2"~ 15! inclination vectors of the
others, where |S| means, as usual, the number of players in S.

Definition 6.1 Given B and gd, the decisional power index (the Hoede-Bakker
index) of a set of players S C N is given by
1 .
HB(S) = g - > gd(Bi). (17)
{i: ix=1 for all kES}
Hoede and Bakker (1982) showed that

Proposition 6.1 For each set S of players, 0 < HB(S) < 1.

We like to show some other properties of the decisional power of a set of
players. It is true that the power index of the whole set N of players is maximal,
that is:

Proposition 6.2 For each N, HB(N) = 1.
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Proof: From Definition 6.1 we have HB(N) = gd(Bi*), where i* = (1,...,1).
By virtue of axioms (A-1) and (A-2), gd(Bi*) = 41, and therefore HB(N) = 1.
O

Another property says that the larger the set of players, the greater (or
equal) the Hoede-Bakker index.

Theorem 6.1 For each S C S', HB(S) < HB(S').

Proof: Assuming S C S’, there exists S” # () such that ' = SU S” and
SNS” =0. Hence, |S’| =|S|+]5”|. Let us introduce the following notation:

St ={i|ix=1 forall k€ S}. (18)
Hence, of course,
(SUSYT ={i|ix=1 forall k€ SUS"}.

Let us notice that for each i = (i1, ...,i,) € ST, there exists i* € (SUS”)™ (that
is, iy = 1 for k € SUS”) such that ¢ < ¢* and i}, =iy, for allm € N\ (SUS”).
Hence, by virtue of axiom (A-2), gd(Bi) < gd(Bi*). In the formula for HB(S),
we will replace each 7 € ST by i* € (SUS”)T having the same inclinations for
each m € N\ (SUS”). Since |S*| =217 |(SU S”)F|, we have:

1 .
{i: ix=1 for all k€S}
1 » .
e Z 219" gd(Bi) =
{i: ix=1 for all kESUS”}
9l5”| gl R—— ,

{i: ix=1 for all keS'}
O

Remark 6.1 Let us notice that the property described in Theorem 6.1 is a
(weak) version of the BLOC POSTULATE (see Section 2.3) for the decisional
power of a set of players. A larger set of players S’, where S C S’, has more or
equal power than the set S and, by analogy, than the set S’ \ S. As shown in
Example 6.1, we can have HB(S) = HB(S"), even if HB(S"\ S) > 0. For this
reason we speak about a weak version of the bloc postulate.

Hence, we can write:

Conclusion 6.1 The Hoede-Bakker index of a set of players satisfies a weak
version of the bloc postulate.

Hoede and Bakker (1982) defined a dictator set as a set of players with the
decisional power index equal to 1. We introduce an equivalent definition of a
dictator set:

14



Definition 6.2 Given B and gd, a set of players S C N is called a dictator set
in a social network if for each 7 € I such that i, = 1 for all k € S, gd(Bi) = +1.

Remark 6.2 Notice that by virtue of axiom (A-1), the following holds:
VS C N [Vi e ST [gd(Bi) = +1] < Vie S~ [gd(Bi) = —1]], (19)
where ST is defined in formula (18), and

ST ={ilixr=0 forall k€ S}. (20)

Theorem 6.2 Given B and gd for a social network,
VS C N [HB(S)=1 <= S is a dictator set] (21)

Proof: For given B, gd and an arbitrary S C N:

(=) Let HB(S) = 1. Hence, > ¢, ;. _1 jor resy 94(Bi) = 27151, Since we have
Hi|ix =1 for k€ S}| = 2715 and gd(Bi) € {+1, —1}, it follows that for each
i € I such that i, =1 for all k € S, gd(Bi) = 1. Hence, by virtue of Remark
6.2, for each i € I such that i, = 0 for all k € S, gd(Bi) = —1. It means that
S is a dictator set.

(<) Let S be a dictator set. It means, in particular, that for each ¢ € I such
that i = 1 for all k € S, gd(Bi) = 1. Hence, HB(S) = 1. O

The last question we like to discuss is the following:

Is there a relation between HB(S) and Z HB(k)?
kes

In fact, the answer is:

Everything may happen!

Example 6.1 In order to see that each possible relation (from among >, <
and =) between HB(S) and ), . HB(k) may appear, we will analyse Figure
4(e). In this social network, player 1 influences players 4 and 5, and additionally,
player 2 influences player 4, and player 3 influences player 5. We will apply the
Standard Procedure to this figure. The group decision is presented in Table 12
(see Apppendix B). By virtue of Table 12 we get:

HB(1 ) 16 (13-3) =

HB(2) ~ HB(E) - - (15~ 2

HB(4 )7HB(5)— = (9-7)=1

By virtue of Definition 6.1 we get:
HB({15) =% (1—1) =3 = 150)+ 150
HB({1,2,3}) =

e ) 1 — HB(1)+ HB(2) + HB(3),
HB({2,3,4})=1.(4—-0)= :HB(2)+HB(3)+HB(4).
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Notice that HB(N) =1 = HB({2,3,4}), while HB({1,5}) = 2 > 0.

See Remark 6.1.

In Example 6.1, we can recognize something like the PARADOX OF LARGE
SIZE (see Section 2.2). The Hoede-Bakker index of a set of players may be less
than the sum of the power indices of the individual players who constitute the
set:

HB({1,2,3}) < HB({1}) + HB({2}) + HB({3}).

Conclusion 6.2 The decisional power index of a set of players may display the
paradoz of large size.

7 Some Properties of the Hoede-Bakker Index

In this section, we will analyse some further properties of the decisional power
index of a player. We like to check whether the paradoxes mentioned in section
2.2 appear for the Hoede-Bakker index. Moreover, we will check whether the
Hoede-Bakker index satisfies the postulates mentioned in section 2.3.

(A) INVARIANCE POSTULATE

The invariance postulate is satisfied, that is, the Hoede-Bakker index of a player
does not depend on his name.

(B) NORMALIZATION POSTULATE

The normalization postulate is NOT satisfied by the Hoede-Bakker index. For
instance, for Figure 4(f) with the Standard Procedure we have

Ypoy HB(k) = 3.

Definition 7.1 Given B and gd, a player k € N is called a dictator in a social
network if the group decision is always the same as the inclination of player k,
that is, if for each i € I such that i, = 1, gd(Bi) = +1.

Remark 7.1 Similarly to Remark 6.2 we note that it is enough to assume in
Definition 7.1 that for each ¢ € I such that iy, = 1, gd(Bi) = +1. The condition
that for each ¢ € I such that i, = 0, gd(Bi) = —1, results from axiom (A-1).

Hoede and Bakker (1982) defined a dictator as a player with decisional power
index equal to 1. We introduced an equivalent definition of a dictator, from
which we can prove that:

Proposition 7.1 Given B and gd for a social network,

Vk e N [HB(k) =1 < k is a dictator]. (22)
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Proof: For given B, gd and an arbitrary k € N:

(=) Let HB(k) = 1. Hence, 3_; ;, _;y 9d(Bi) = 2""!. Since we have

{i|ix =1} = 2" ! and gd(Bi) € {+1,—1}, it follows that for each i € I such
that i, = 1, gd(Bi) = +1. Hence, by Remark 7.1 it follows that k is a dictator.
(<) Let k be a dictator. It means, in particular, that for each i € I such that
ir = 1, gd(Bi) = +1. Hence, we have HB(k) = 1. O

Let us notice that a dictator does not have to influence all remaining players.
We can show this by analysing Figures 3(d) and 3(e). In both cases, when
applying the Standard Procedure, we have HB(1) = 1 and HB(k) = 0 for
k € {2,3,4}, what means that player 1 is a dictator (see also Tables 9 and 10).
He has an influence on all remaining voters in the network presented in Figure
3(d), whereas he does not have an influence on player 4 in Figure 3(e).

One can also prove that:

Theorem 7.1 Given B and gd for a social network,

n
there is a dictator = Z HB(k) =1. (23)
k=1

Proof: Suppose that there exists a dictator, say k& € N, such that for each
i €I, if i = 1, then gd(Bi) = +1, and if iy, = 0, then gd(Bi) = —1. Let us
consider another arbitrary player m € N. We consider all inclination vectors ¢
such that 4,, = 1. There are 2”~! such inclination vectors: from among them
there are 2”72 vectors with i, = 1 and 2"~ 2 with i;, = 0. Moreover, for each %
such that i,, = 1 and i = 1, there is i’ such that i}, = 1, i} = 0 and 4 = i; for
each j € N\ {k,m}. Hence, gd(Bi) = +1 and gd(Bi') = —1, because i, = 1,
i), = 0 and k is a dictator. But this means that

D (i iy 1y 9A(Bi) = 2n=2 —2n=2 = (), and therefore Y ,_, HB(k) = 1. ad

Whether the converse of Theorem 7.1 holds, is still an open problem.
(C) WHEN HB(k) =07
One can easily show that:
Proposition 7.2 Given B and gd,
Vke N [HB(k) =0 <
{iellixr=1A gd(Bi)=+1}=|{iel|ir=1 A gd(Bi)=-1}|] (24)

Proof: For an arbitrary £ € N we have:
HB(k) = 0 <= g1 - X5 4=y 94(Bi) = 0 <= Y,y 9d(Bi) = 0 <=
{iell|ix=1A gd(Bi)=4+1}=|{ie€l|ir=1 A gd(Bi)=—-1}|. |

In Section 2, we considered weighted voting games in which, in particular,
players have their weights. When analysing the Hoede-Bakker index, we will
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use different parameters, like the number of players influenced by a given voter,
or the number of players influencing a given actor. For a given social network,
and for player k € N, we introduce the following notation:

a(k) - number of players influenced by player k,
a(k) =[{j e N | ke INF(j)}|, (25)
~(k) - number of players influencing player k,
V(k) = [INF (k)| (26)
A - number of influenced players in a social network,
=HijeN|[3keN\{j}[FecINFGI} (27)
I' - number of influencing players in a social network,
I'=[{jeN|3keN\{j}jeINF(E)} (28)
One can ask the question whether there is a relation between the Hoede-Bakker
index of a player k being equal to 0 and the statement «(k) = 0 (there are

no voters influenced by this player) or the statement (k) > 0 (there are some
actors influencing the given player). One can show that:

Proposition 7.3 NONE of the following implications is true:

Vke N [HB(k) =0 = «a(k) =0],
Vk € N [a(k) =0 = HB(k) =0],
Vke N [HB(k)=0 = ~(k)> 0],
Vk e N [y(k) >0 = HB(k)=0].

Proof: In order to show that the first and the third implication are not true, let
us consider Figure 4(g). Player 1 influences players 3, 4 and 5, and additionally
player 2 influences player 5. When applying the Standard Procedure to this
figure we get that player 1 is a dictator (see also Table 13):

HB(1)=1, HB(k) =0 for k € {2,3,4,5}.

Hence, HB(2) =0, a(2) = 1> 0 and 7(2) = 0.

In order to prove that the second and the fourth implication are not true, we
consider Figure 4(e). The group decisions for Figure 4(e) with the Standard
Procedure are shown in Table 12. We have a(4) = 0, v(4) = 2 > 0, and
HB(4)=§ > 0. O
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(D) MONOTONICITY

It appears that the number of players influencing a given voter is NOT propor-
tional to the lack of power of the influenced player. One can prove that:

Proposition 7.4 Given a social network, B and gd, the Hoede-Bakker index
does NOT have to be monotonic with respect to . It is NOT true that:

Vk, k' € N [(v(k) > ~v(K") N a(k) = (k') = HB(k) < HB(K')].

Proof: In order to show that HB(k) is not monotonic with respect to y(k), we
consider a counter-example. Let us consider Figure 4(d). There are two influ-
encing voters: player 1 who influences actors 3 and 4, and player 2 influencing
actors 4 and 5. The results for this social network with the Standard Procedure
are presented in Table 14 (see Appendix B). We get:

HB(1)=HB(2) = HB(4) = i - (12— 4) = 3,

HB(3)=HB(5) = 1= - (8 —8) =0.

Hence, we receive:

Y(4)=2>1=7(3),a3) =a(4) =0, and HB(4) = 3 > 0= HB(3).

Hence, we showed that the implication mentioned is NOT true. O

It appears that the number of players influenced by a given voter does NOT
have to illustrate the power of the influencing player if we apply, for instance,
Procedure 6.

Proposition 7.5 Given a social network, B and gd, the Hoede-Bakker index
does NOT have to be monotonic with respect to .

Proof: Let us apply Procedure 6 described in Theorem 5.2 to Figure 4(j). In
the social network presented in this figure, player 1 influences players 2 and 3,
and additionally, players 3 and 5 influence player 4. The group decision is shown
in Table 24. In fact, we get the same results (with changed names of players)
as in Figure 4(h) with the Standard Procedure. We get:

HB(1)=HB(2)=HB(4) = % and HB(3) = HB(5) = %
Hence, we have:

a(l)=2>1=a(5), y(1) =v(5) =0, but HB(1) = 3 < 3 = HB(5). O

1
2

If we consider TWO social networks with the same number of players, then
the number of players influenced by a given voter does NOT have to illustrate
the power of the influencing players. It is possible that a player who is influenced
(and not influencing) in one social network has a greater power index in this
network than in another network in which this player is influencing (but not
influenced). One can prove that:

Proposition 7.6 Given two social networks, B and gd, the Hoede-Bakker index
does NOT have to be monotonic with respect to . It is NOT true that:

Vk e N [(o/ (k) > a(k) N (k) <~(k)) = HB'(k) > HB(k)],
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where HB', o/ and ~' refer to the second social network.

Proof: We can present several examples showing this fact.
(1) Let us consider Figures 4(b) and 4(d). We have:

Figure 4(b): a(1) =1, v(1) =0, HB(1) = 2 (see Table 15)
Figure 4(d): o/(1) =2, 4/(1) =0, HB'(1) = 1 (see Table 14)

(2) If we consider Figures 4(b) and 4(e), then we get:

Figure 4(b): a(1) =1, y(1) =0, HB(1) = 2,
Figure 4(e): o”/(1) =2,+"(1) =0, HB"(1) = 2

(3) Finally, we compare Figures 4(d) and 4(c). We have:

Figure 4(d): o/(4) =0,+'(4) =2, HB'(4) = 1,
Figure 4(c): «(4) =1,~"(4) =0, HB"'(4) = % O

(E) PARADOX OF REDISTRIBUTION AND DONATION POSTULATE

In this subsection, we will check whether the redistribution paradox (see section
2.2) can appear for the Hoede-Bakker index, and whether the donation postulate
(see section 2.3) is satisfied for this index. In the redistribution paradox we
assume that Y ;_ wp = Y .p_, w), where wy, ..., w, and w}, ..., w), denote
the weights of the players in the two simple games considered. When looking
for the redistribution paradox for the Hoede-Bakker index, we will assume that
Soroq alk) =27, &/(k), what is equivalent that > ;_, v(k) = > p_; 7V (k).

In fact, Y p_,a(k) = Y p_,v(k) and > ;_, o/(k) = Y}_, 7' (k) denote the
number of "arrows” in the first and the second social network, respectively.

Definition 7.2 Let (a(k))i_, (v(k))j_,. A, T) and (o (k) (v (k). A, T")
be the parameters of two n-player social networks A and B, respectively, where

> alk) =) a'(k). (29)

n
k=1 k=1

The Hoede-Bakker index displays the paradox of redistribution if
for some k, o' (k) < a(k), v'(k) > ~(k), and HB'(k) > HB(k), (30)

where HB and HB’ denote the Hoede-Bakker index in social network A and
B, respectively.

Example 7.1 Let us start with the comparison of Figures 4(c) and 4(d). In
Figure 4(c), players 1, 3, 4 and 5 influence player 2. The group decision for
Figure 4(c) with the Standard Procedure is given in Table 17. From Table 17
we get:

HB(k) =

s (11-5) = % for each k € {1,2,3,4,5}.
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Let us notice that player 2, influenced by four players, has the same power as
all voters influencing him. In Figure 4(c), we have A = 1, I' = 4, and hence
A+T =5,

5
Za D +a(3)+a(d)+aB)=4="> (k) =(2),

HMU

a(4)=1,v(4) =0, and HB(4) = 2
The group decision for Figure 4(d) with the Standard Procedure is presented in
Table 14. In Figure 4(d), we have:

AN =3, TV =2, hence additionally A’ + TV =5=A+T,

By virtue of Example 7.1 we can conclude that:

Conclusion 7.1 The Hoede-Bakker index may display the paradoz of redistri-
bution.

Example 7.2 We like to present another example in which the redistribution
paradox occurs. Let us compare Figures 4(g) and 4(c). The group decision for
Figure 4(g) with the Standard Procedure is given in Table 13. In Figure 4(g),
we have A” =3, I =2, and hence A" +T" =5=A+T,

a"(2) =1>0=a(2),y(2) =0 < 4=7(2), but HB"(2) =0 < £ = HB(2).

Let us redefine now the donation postulate for the Hoede-Bakker index.
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Definition 7.3 Let (a(k))_, (v(k))j_,. A, T) and (@ (k) (v (k). A, T)
be the parameters of two n-player social networks A and B, respectively, where

> alk)=>"d(k). (31)

k

n n

1 k=1

The donation postulate for the Hoede-Bakker index requires that
if o/(j) > aj) and A/ (j) < 7(j) for each j # &, and

o' (k) < a(k) and v'(k) > v(k), then HB'(k) < HB(k), (32)

where HB and HB’ denote the Hoede-Bakker index in social network A and
B, respectively.

Example 7.3 In order to show that the donation postulate described in Defi-
nition 7.3, is not satisfied by the Hoede-Bakker index, we will compare Figures
4(i) and 4(d). In Figure 4(i), player 1 influences players 3 and 5, and addition-
ally players 2 and 4 influence each others. The group decisions for Figure 4(i)
with the Standard Procedure are given in Table 18. Since the group decision is
always the same like player 1’s inclination, we have:

HB(1) =1 and HB(k) =0 for each k € {2,3,4,5}.

In Figure 4(i), we have:

a(l)=2,a(2)=1, a(3) =0, a(4) =1, a(5) = 0, and

(1) =0,7(2) =1,7(3)=1,~(4) =1,7(5) = 1, and HB(4) = 0.

Let us consider now Figure 4(d). We have:

o/ (1)=2,0/(2) =2,d'(3) =0, a/(4) =0, ¢/(5) =0, and

(1) =0, 7(2) =0, 7'(3) = 1, ¥/(4) = 2, /(5) = 1, and HB'(4) = L.

Hence, we get:
and of course,
k=1 k=1

Vi#4d(j) > a
and moreover, o/ (4) < «(4), v'(4) > v

J) N AG) <))
4), and HB'(4) > HB(4).

—~

Hence, by virtue of Example 7.3 we can conclude that:

Conclusion 7.2 The Hoede-Bakker index does not satisfy the donation postu-
late.
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(F) PARADOX OF LARGE SIZE AND BLOC POSTULATE

As was shown in Section 6 (see Conclusion 6.2), the decisional power index
of a set of players may display the paradox of large size. Now, we like to
check whether the Hoede-Bakker index of an individual player may display this
paradox as well. We assume that if some voters create an union, then the new
player-union will influence all voters who were influenced by the players forming
the union, and moreover, the voter-union will be influenced by all voters who
influenced at least one member of the union. Since a player cannot influence
himself, if a voter influenced by another one will form the union with his ”boss”,
this influence will be, in a sense, lost. We can redefine the paradox of large size
for the Hoede-Bakker index of an individual player in the following way:

Definition 7.4 Let ((a(k))i_,, (v(k))r_1, A, T') be the parameters of n-player
social network A. Let P C N be the set of players who form a single player-
union U, resulting in a new social network B with N \ P U {U} as the set of
players. We assume that:

Vke PVYjeN\P[keINF(j) = U e INF(j)], (33)

Vke PYje N\P[jeINF(k) = je€INF(U)]. (34)
The Hoede-Bakker index displays the paradox of large size if

HB'(U) < > HB(k), (35)
keP

where HB and HB’ denote the Hoede-Bakker index in social network A and
B, respectively.

In this subsection, we would like also to check whether the bloc postulate,
the stronger property of a power index, is satisfied by the Hoede-Bakker index
of a separate player. According to this postulate, if two players form a single
voter, then the new voter has more power than each of the previous players.
As was shown in Section 6 (see Conclusion 6.1), a weak version of the bloc
postulate is satisfied by the Hoede-Bakker index of a set of players. We introduce
the following definition of the bloc postulate for the Hoede-Bakker index of an
individual player:

Definition 7.5 Let ((a(k))i_y, (v(k))r_1, A, T') be the parameters of n-player
social network A. Let P C N be the set of players who form a single player-
union U, resulting in a new social network B with N \ P U {U} as the set of
players. We assume that:

Vke PVYjeN\P[keINF(j) = U e INF(j), (36)
Vke PVjeN\P[jeINF(k) =jeINFU), (37)
Vk € P [HB(k) > 0]. (38)
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The bloc postulate for the Hoede-Bakker index requires that
Vk € P [HB'(U) > HB(k)], (39)

where HB and H B’ mean the Hoede-Bakker index in social network A and B,
respectively.

Example 7.4 Let us consider Figure 4(e). The group decisions for this figure
with the Standard Procedure are given in Table 12. The Hoede-Bakker indices
are as follows:

HB(1)=3%, HB(2)=HB(3) =%, and HB(4) = HB(5) = %.

Let us suppose now that player 1, 2 and 3 decide to unite, resulting in only
three players: player 14243, player 4 and player 5. Since in Figure 4(e), player
4 is influenced by voters 1 and 2, and player 5 is influenced by voters 1 and 3,
the new player 14243 will influence actors 4 and 5. Hence, we get Figure 2(c)
with 1+2+3 instead of 1, 4 instead of 2 and 5 instead of 3. Hence:
HB'(1+2+3)=1,HB'(4) = HB'(5) = 0.

We can recognize an occurrence of the paradox of large size, because:
HB'(1+2+3)=1<4 =HB(1)+ HB(2) + HB(3).

Let us assume now that in Figure 4(e), players 4 and 5 form a new voter, called
player 4+5. Then, players 1, 2 and 3 influence the new voter 445. Hence, we
get Figure 3(b) with 445 instead of 4 (see Table 8), and therefore:

HB"(1) = HB"(2) = HB"(3) = 5 and HB"(4+5) = 0.

In this case, the paradox of large size does appear again, because:
HB"(4+5)=0<1=HB(4)+ HB(5),

but additionally, the bloc postulate is not satisfied, because:

HB"(4+5)=0< £ = HB(k) for k € {4,5}.

We start again with Figure 4(e), but now we assume that players 2, 3 and 4
decide to form one player 24+344. In this case, player 2 loses his influence on
player 4, but player 4 should gain, because there is only one voter influencing
him (that is, player 1) and moreover, thanks to the union with player 3, he will
influence voter 5. The new situation is described by Figure 2(e) (see Table 21)
with 24344 instead of 2 and 5 instead of 3. Hence, by virtue of Table 21 we
get:

HB"(1)=1-(4-0)=1,

HB"(2+3+4)=HB"(5)=1.(2-2)=0,

what means that the bloc postulate is not satisfied and that all players forming
the new voter 2+3+4 lost in power, even player 4:

HB"(2+3+4)=0< % = HB(2),
HB"(2+3+4)=0< §= HB(3), and
HB"(2+3+4)=0< i = HB(4).
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By virtue of Example 7.4, we can conclude that:

Conclusion 7.3 The Hoede-Bakker index may display the paradoz of large size.

Conclusion 7.4 The Hoede-Bakker index does mot satisfy the bloc postulate.

Of course, Conclusion 7.3 follows from Conclusion 7.4, because if the bloc
postulate is not satisfied, then the new single voter-union has smaller (or equal)
power than at least one previous voter in the union. Hence, the index of the
voter-union is smaller than the sum of the indices of the players forming the
union.

Example 7.5 We like to show another example of the occurrence of the para-
dox of large size and the violation of the bloc postulate (for three voters forming
a new player). Let us consider Figure 4(b). In this case, we have (see Table 15):

HB(1) =3, HB(2) =0, and HB(k) = 1 for k € {3,4,5}.
Let us assume now that the three independent players (players 3, 4 and 5) form
a new single voter, called player 3+4+5. Then, we get Figure 2(d) in which

player 1 influences player 2, and the third player is independent. Hence, we
have (see Table 20):

HB'(1)=1-(4-0)=1,

HB'(2)=HB'(3+4+5)=1.(2-2)=0.

Hence, we recognize an occurrence of the paradox of large size, that is,
HB'(3+4+5)=0< 3 =HB(3)+ HB(4) + HB(5),

and moreover, the bloc postulate for three players is not satisfied in this case,
because:

HB'(3+4+5)=0<1=HB(k) for k € {3,4,5}.

(G) PARADOX OF NEW MEMBERS

In this subsection, we will present several examples showing that the Hoede-
Bakker index may display the paradox of new members. Let us first redefine
the paradox of new members for the Hoede-Bakker index.

Definition 7.6 Let (a(k))i_, (v(k))j_,. A, T) and (o/(k))}27, (+/ (k)47 A/, T)
be the parameters of two n-player social networks A and B, respectively, where
B is obtained from A by adding n’ > 1 players in such a way that:
k=1 [/ (k) < a(k) A A'(k) = (k)] (40)

The Hoede-Bakker index displays the paradox of new members if

for some k € {1,...,n}, HB'(k) > HB(k), (41)
where HB and HB’ denote the Hoede-Bakker index in social network A and
B, respectively.
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Example 7.6 Let us start with Figure 1(b). We have:

a(l) =1,7(1) =0, «(2) = 0,7(2) = 1,

HB(1) =1 and HB(2) = 0.

Now we assume that a third voter, player 3, appears and he has an influence

on player 2. Then, we get Figure 2(b). The group decisions for Figure 2(b) are
given in Table 19. We have:

o/(1) =1,7'(1) =0, a'(2) = 0, 7'(2) = 2,

HB'(k) =% (3—1) =3 for each player k € {1,2,3}.

Hence, HB(2) =0 < 3 = HB'(2),

what means that player 2 gained in power after voter 3 (with influence on player
2) appeared.

Hence, we can write that:

Conclusion 7.5 The Hoede-Bakker index may display the paradoz of new mem-
bers.

Example 7.7 We will show two examples (both starting with Figure 2(d))
in which the paradox of new members occurs. Since the Hoede-Bakker index
satisfies the invariance postulate, we are allowed to change the name of player
3 in Figure 2(d). Let us call him player 5. Hence, we have:

a(l) =1, 7(1) =0, a(2) =0, 7(2) =1, a(5) =0, 7(5) =0,

HB(1)=1and HB(2) = HB(5) = 0.

Let us suppose now that two new players appear: player 3 influencing voter 2
and player 4 as an independent player. Hence, we get Figure 4(h) (see Table
16):

o'(1) =1,7(1) =0, a/(2) =0,7'(2) = 2, &/(5) = 0, '(5) = 0,
HB'(1)=HB'(3) = % and HB'(2) = HB'(4) = HB'(5) = %.
It means that two old players, voter 2 and voter 5, gained in power after players
3 and 4 entered, because:

HB'(k)=1>0= HB(k) for k € {2,5}.

If for Figure 2(d) with players 1, 2 and 5, we add two independent players (voter
3 and voter 4), then we get Figure 4(b) (see Table 15). We have then:

0(1) = 1,4"(1) = 0, a"(2) = 0, 7"(2) = 1, a"(5) = 0, "(5) =0,

HB"(1) =3, HB"(2) =0 and HB" (k) = 1 for k € {3,4,5},

what means that we face again the paradox of new members, because:
HB"(5) =1 >0=HB(5).

8 Relations with other Power Indices

As already noticed by Hoede and Bakker (1982), the decisional power index
differs from the other power indices. In the definition of the familiar power

26



indices like the Shapley-Shubik index, the normalized and absolute Banzhaf
indices, the Deegan-Packel index and the Holler-Packel index, no structure is
assumed and no influence between players is considered. Moreover, there is no
reference to the inclination and the actual decision of a player. Nevertheless, we
can find some relations between the Hoede-Bakker index and the other power
indices.

First of all, there is a relation between the Hoede-Bakker index and the absolute
Banzhaf index. In a sense, the absolute Banzhaf index is a special case of the
Hoede-Bakker index. More precisely, if we apply the Standard Procedure to a
network with an odd number of independent players, and we define a simple
game in which a coalition is winning if and only if it contains more than half of
the players, then the values of the Hoede-Bakker index and the absolute Banzhaf
index are equal.

Theorem 8.1 Consider a social network with a set N = {1,...,n} (n - odd) of
independent players, i.e.,

Vi€ I [Bi=(b,...,b,) =1il; (42)

N[l if {keN | by =1} >3
9d(Bi) = { -1 otherwise ' (43)

Next consider a simple game (N,v) such that for each S C N

2 S "TH
v(S) = {1 otherwise (44)
Then
1 n—1
Vk € N [HB(k) = nnBz(v) = ST 1, (45)
2

where HB(k) and nnBzy(v) denote the Hoede-Bakker index and the absolute
Banzhaf index of player k, respectively.

Proof: Consider a social network in which each player is independent, i.e. for all
i € I, Bi = i. We look for HB(k) for an arbitrary k € N. For z € {0,1,...,n—1}
we define:

If={iel:ix=1 AN |{jeN\{k}: i; =1} =a},
I ={iel: iz=1 AN |{jeN\{k}: i; =0} =z}
Hence, we have:

n—1 n—1
> gdBiy= Y gdi)= > |IF- Y |I|=
i i1} i i) ! g
o1 [t A | n—1




Hence,

1 n—1
HB(R) = 3 ( =n )
From formula (4), for each k € N, nnBz,(v) = 5, where 7, denotes the
number of winning coalitions in which player k is a swinger. For the simple
game analysed, player k is a swinger for each coalition S such that k € S and

. 1 .
|S| = 2L Since there are (._1) such coalitions,
2

1 n—1
nnBzy(v) = ST ( 1 )

2

Example 8.1 If we apply our formula of HB(k) to Figure 2(a), where we have
three independent players, and to Figure 4(a) with five independent players, we
get:

Figure 2(a): HB(k) = 1 - @) = 1 for k € {1,2,3},
Figure 4(a): HB(k) = & - (5) = 2 for k € {1,2,3,4,5}.

2
Hence, we receive, of course, the same results as before, when using the definition
of the Hoede-Bakker index.

As was shown in Section 7, the Hoede-Bakker index is not normalized. Nev-
ertheless, from Theorem 7.1 we know that if there is a dictator in a social
network, then Y ;_, HB(k) = 1. Hence, there is also a certain relation be-
tween the Hoede-Bakker index and the power indices satisfying the normaliza-
tion postulate, like the Shapley-Shubik index, the normalized Banzhaf index,
the Deegan-Packel index and the Holler-Packel index. One can prove that

Theorem 8.2 Suppose N = {1,...,n} is a set of players in a social network
and k* is a dictator in this network. Let (N,v) be a simple game in which
player k* € N is a dictator too. Then:

HB(K") = ¢y (v) = 1, (46)

HB(k) = ¢i(v) =0 for each k € N\ {k"}, (47)
for each ¢ € {Sh, Bz, DP, HP}.

Proof: Since k* is a dictator in a social network, HB(k*) =1 and HB(k) =0
for each k € N\ {k*}. Player k* as a dictator in a simple game, is the sole player
who is not a dummy. One can prove that for ¢ € {Sh, Bz,nnBz, DP, HP},
¢r = 0 if and only if &k is a dummy. Hence, ¢ (v) = 0 for each k € N \ {k*}.
Since ¢ € {Sh, Bz, DP, HP} satisfies the normalization postulate, ¢y« (v) = 1.
O
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9 Conclusions

In this paper, we analysed the decisional power index (the Hoede-Bakker index).
Given a social network, different operators B and group decision operators gd
can be constructed that satisfy the two axioms of Hoede and Bakker for B and
gd, but may yield different outcomes. This confirms that the decisional power of
an individual is dependent on the operators B and gd. We proposed a Standard
Procedure for B and gd which satisfies all adopted axioms for a network with
an arbitrary odd number of players. Also, we discussed the case of an even
number of players and we considered the decisional power index of a set of
players. Using examples, we showed that the Hoede-Bakker index displays a
number of voting power paradoxes: the paradox of redistribution, the paradox
of large size and the paradox of new members. In addition, we showed that the
Hoede-Bakker index does not satisfy some of the postulates for power indices:
the monotonicity, the donation and the bloc postulate. However, the paradoxes
appear mainly if players influenced are involved. The Hoede-Bakker index of
a 7strong” player, that is, a player who influences the others without being
influenced by the others, seems to be less sensitive to the paradoxes. Hence,
the ability to influence the others seems to indicate real power. Finally, in the
paper we analysed the relations between the decisional power index and other
power indices. It turns out that the absolute Banzhaf index is precisely the
Hoede-Bakker index in case all players in the network are independent.
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Appendix A

Figure 1: Examples of social network for n = 2
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Figure 4: Examples of social network for n =5
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Appendix B

Table 1: Group decision for Figure 4(f) with Procedure 1

inclination i Bi gd(Bi) | inclination 4 Bi gd(Bi)
ALLLD) | (LLLLLD) | +1 (0,0,0,0,0) | (0,0,0,00) | —1
(1,1,1,1,0) | (1,1,1,1,0) +1 (0,0,0,0,1) | (0,0,0,0,1) -1
(1,1,1,0,1) | (LLL00) | +1 (0,0,0,1,0) | (0,0,0,1,0) | —1
(1,1,0,1,1) | (1,1,0,1,1) +1 (0,0,1,0,0) | (0,0,1,0,0) -1
(10LL1) |(LLLLL) | +1 (0,1,0,0,0) | (0,0,0,0,0) | —1
(O0LLLI) |(OLLLL) | +1 (1,0,0,0,0) | (1,0,0,0,0) | —1
(1,1,1,0,0) | (1,1,1,0,0) | +1 (0,0,0,1,1) | (0,0,0,1,1) | —1
(1,1,0,1,0) | (1,1,0,1,0) | +1 (0,0,1,0,1) | (0,0,1,0,1) | -1
(1,0,1,1,0) | (1,1,1,1,0) +1 (0,1,0,0,1) | (0,0,0,0,1) -1
(0,1,1,1,0) | (0,1,1,1,0) | +1 (1,0,0,0,1) | (1,0,00,1) | -1
(1,1,0,0,1) | (1,0,0,0,1) -1 (0,0,1,1,0) | (0,1,1,1,0) +1
(1,0,1,0,1) | (L,L,L,0,1) | +1 (0,1,0,1,0) | (0,0,0,1,0) | —1
(0,1,1,0,1) | (0,0,1,0,1) -1 (1,0,0,1,0) | (1,1,0,1,0) +1
(1,0,0,1,1) | (L,LO,L1) | +1 (0,1,1,0,0) | (0,0,1,0,0) | —1
(0,1,0,1,1) | (0,0,0,1,1) -1 (1,0,1,0,0) | (1,1,1,0,0) +1
(00,L,1,1) | (0OLLL1) ] +1 (1,1,0,0,0) | (1,0,0,0,0) | -1

Table 2: Group decision for Figure 4(f) with Procedure 2

inclination i Bi gd(Bi) | inclination 4 Bi gd(Bi)
ALLLD) | (LLLLLD) | +1 (0,0,0,0,0) | (0,0,0,00) | —1
(1,1,1,1,0) | (1,1,1,1,0) +1 (0,0,0,0,1) | (0,0,0,0,1) -1
(1,1,1,0,1) | (LLL00) | +1 (0,0,0,1,0) | (0,0,0,1,0) | —1
(1,1,0,1,1) | (1,1,0,1,1) +1 (0,0,1,0,0) | (0,0,1,0,0) -1
(10LL1) |(LLLLL) | +1 (0,1,0,0,0) | (0,0,0,0,0) | —1
(0,1,1,1,1) | (0,1,1,1,1) +1 (1,0,0,0,0) | (1,0,0,0,0) -1
(1,1,1,0,0) | (1,1,1,0,0) | +1 (0,0,0,1,1) | (0,00,1,1) | -1
(1,1,0,1,0) | (1,1,0,1,0) | +1 (0,0,1,0,1) | (0,0,1,0,1) | -1
(1,0,1,1,0) | (1,1,1,1,0) +1 (0,1,0,0,1) | (0,0,0,0,1) -1
(0,1,1,1,0) | (0,1,1,1,0) | +1 (1,0,0,0,1) | (1,0,00,1) | -1
(1,1,0,0,1) | (1,L,0,0,1) | +1 (0,0,1,1,0) | (0,0,1,1,0) | —1
(1,0,1,0,1) | (1,0,1,0,1) | +1 (0,1,0,1,0) | (0,1,0,1,0) | —1
(0,1,1,0,1) | (0,1,1,0,1) | +1 (1,0,0,1,0) | (1,0,0,1,0) | —1
(1,0,0,1,1) | (1,0,0,1,1) | +1 (0,1,1,0,0) | (0,1,1,0,0) | —1
(0,1,0,1,1) | (0,1,0,1,1) +1 (1,0,1,0,0) | (1,0,1,0,0) -1
0,0,1,1,1) | (0,0,1,1,1) | +1 (1,1,0,0,0) | (1,1,0,00) | -1
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Table 3: Group decision for Figure 2(c) with Procedure 3

inclination ¢ Bi gd(Bi) | inclination 4 Bi gd(Bi)
(1,1,1) (1,1,1) +1 (0,0,0) (0,0,0) -1
(1,1,0) (1,1,1) +1 (0,0,1) (0,0,0) -1
(1,0,1) (1,1,1) +1 (0,1,0) (0,0,0) -1
(0,1,1) (0,0,0) -1 (1,0,0) (1,1,1) +1

Table 4: Group decision for Figure 2(c) with Procedure 4

inclination i Bi gd(Bi) | inclination 4 Bi gd(Bi)
(1,1,1) (1,1,1) +1 (0,0,0) (0,0,0) -1
(1,1,0) (1,1,0) +1 (0,0,1) (0,0,0) -1
(1,0,1) (1,1,1) +1 (0,1,0) (0,1,0) -1
(0,1,1) (0,1,0) -1 (1,0,0) (1,1,0) +1

Table 5: Group decision for Figure 1(b) with Standard Procedure

inclination ¢ | Bi | gd(Bi) | inclination i | Bi | gd(Bi)
(170) (171) +1 (Oal) (an) -1

Table 6: Group decision for Figure 3(a) with Drawn Standard Procedure

inclination i Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
(L,1,1,1) (1,1,1,1) +1 (0,0,0,0) (0,0,0,0) 1
(1,1,1,0) (1,1,1,0) +1 (0,0,0,1) (0,0,0,1) —1
(1,1,0,1) (1,1,0,1) +1 (0,0,1,0) (0,0,1,0) 1
(1,0,1,1) (1,0,1,1) +1 (0,1,0,0) (0,1,0,0) —1
(0,1,1,1) (0,1,1,1) 1 (1,0,0,0) (1,0,0,0) 1
(1,1,0,00) | (1,1,0,00) | —1 (0,0,1,1,0) | (0,0,1,1,0) | —1
(170717070) (170717070) —1 (071707170) (071707170) -1
(1,0,0,1,0) | (1,0,0,1,0) | —1 (0,1,1,0,0) | (0,1,1,0,0) | —1
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Table 7: Group decision for Figure 3(c) with Drawn Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
ALLD) | LLLD | +1 0,000 | (0,000 | -1
1,1,10) | (LLLL) | +1 0,0,0.1) | (0,000 | -1
1,1,01) | (LLo1) | 1 0,0,1,0) | (0,0,1,0) | —1
1,01,1) | (LoL1) | <1 0,1,00) | (0,1,00) | -1
01,11 | (OLLL) | +1 1,00,0) | (1,0,00) | —1
(1,1,0,0) (1,1,0,1) | +1 (0,0,1,1) (0,0,1,0) )
1,010,000 | (1L0,L,00) | -1 | (0,L,0,1,0) | (0,1,0,1,0) | —1
(1,0,0,1,0) | (1,0,0,1,0) | -1 (0,1,1,0,0) | (0,1,1,0,0) | —1

Table 8: Group decision for Figure 3(b) with Standard Procedure

inclination ¢ Bi gd(Bi) | inclination ¢ Bi gd(Bi)
(17]-7]-;1) (1717171) +1 (0,0,0,0) (0707070) -1
(1,I,1,0) | (LLL,L) | +1 (0,0,0,1) | (0,0,00) | -1
(17170a1) (1717071) +1 (0707]-;0) (0707170) -1
(10,1,1) | (1,01,1)] +1 (0,1,0,0) | (0,1,0,0) | —1
(07]-7]-;1) (0717171) +1 (17070a0) (1707070) -1
(1,1,00) | (1,1,0,1) | +1 (0,0,1,1) | (0,0,1,0) | -1
(1707]-;0) (1707171) +1 (0,1,0,1) (0717070) -1
(1,00,1) | (1,0,00) | -1 (0,1,1,0) | (0,,1,1) | +1

Table 9: Group decision for Figure 3(d) with Standard Procedure

inclination i Bi gd(Bi) | inclination 4 Bi gd(Bi)
(LILLD) | (LLLL) | +1 (0,0,0,0) | (0,0,00) | —1
(17]-7]-;0) (1717171) +1 (0,0,0,1) (0707070) -1
(1,1,0,1) | (LLL,1) | +1 (0,0,1,0) | (0,0,00) | -1
(1707]-;1) (1717171) +1 (0,1,0,0) (0707070) -1
(0,1,1,1) | (0,0,00) | -1 (100,00 | (LLLL) | +1
(17170a0) (1717171) +1 (0707]-;1) (0707070) -1
(101,00 | (LLLL) | +1 (0,1,0,1) | (0,0,0,0) | —1
(1,00,1) | (LLL,1) ]| +1 (0,1,1,0) | (0,0,00) | —1
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Table 10: Group decision for Figure 3(e) with Standard Procedure

inclination ¢ Bi gd(Bi) | inclination ¢ Bi gd(Bi)
(17]-7]-;1) (1717171) +1 (0,0,0,0) (0707070) -1
(1,I,1,0) | (L,1,1,0) | +1 (0,00,1) | (0,00,1) | -1
(17170a1) (1717171) +1 (0707]-;()) (0707070) -1
(1,0,1,1) | (LLL,L) | +1 (0,1,0,0) | (0,0,00) | -1
(07]-7]-;1) (0707071) -1 (17070a0) (1717170) +1
(1,1,00) | (1,1,1,0) | +1 (0,0,1,1) | (0,0,0,1) | —1
(1707]-;0) (1717170) +1 (07170a1) (0707071) -1
(1,00,1) | (LLLL) | +1 (0,1,1,0) | (0,0,00) | -1

Table 11: Group decision for Figure 2(a) with Procedure 5/Procedure 6 =

Group decision for Figure 2(c) with Procedure 6

inclination ¢ Bi gd(Bi) | inclination 4 Bi gd(Bi)
(17171) (17]-)1) +1 (07070) (0,0,0) -1
(1,1,0) 1,1,0) | +1 (0,0,1) 00,1) | —1
(17071) (170’1) +1 (07170) (07]-;0) -1
(0,1,1) 0.11) ] +1 (1,0,0) (1,0,0) | -1

Table 12: Group decision for Figure 4(e) with Standard Procedure

inclination i Bi gd(Bi) | inclination 4 Bi gd(Bi)
ALLLD) | (LLLLLD) | +1 (0,0,0,0,0) | (0,0,0,0,0) | -1
(1,1,1,1,0) | (1,1,1,1,1) +1 (0,0,0,0,1) | (0,0,0,0,0) -1
(1,1,1,0,0) | (LLLLL) | +1 (0,0,0,1,0) | (0,0,0,0,0) | -1
(1,1,0,1,1) | (1,1,0,1,1) +1 (0,0,1,0,0) | (0,0,1,0,0) -1
(1,0,1,1,1) | (1,0,1,1,1) +1 (0,1,0,0,0) | (0,1,0,0,0) -1
(0LLLI) |(OLLLL) | +1 (1,0,0,0,0) | (1,0,0,0,0) | —1
(1,1,1,0,0) | (1,1,1,1,1) +1 (0,0,0,1,1) | (0,0,0,0,0) -1
(1,1,0,1,0) | (1,L,0,1,0) | +1 (0,0,1,0,1) | (0,0,1,0,1) | -1
(1,0,1,1,0) | (1,0,1,1,1) +1 (0,1,0,0,1) | (0,1,0,0,0) -1
(0,1,1,1,0) | (0,1,1,1,0) | +1 (1,0,0,0,1) | (1,0,00,1) | -1
(1,1,0,0,1) | (L,LOLL) | +1 (0,0,1,1,0) | (0,0,1,0,0) | -1
(1,0,1,0,1) | (1,0,1,0,1) | +1 (0,1,0,1,0) | (0,1,0,1,0) | —1
(0,1,1,0,1) | (0,1,1,0,1) | +1 (1,0,0,1,0) | (1,0,0,1,0) | -1
(1,0,0,1,1) | (1,0,0,L,1) | +1 (0,1,1,00) | (0,1,1,0,0) | -1
(0,1,0,1,1) | (0,1,0,1,0) -1 (1,0,1,0,0) | (1,0,1,0,1) +1
(0,0,1,1,1) | (0,0,1,0,1) | -1 (1,1,0,0,0) | (1,L0,1,0) | +1
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Table 13: Group decision for Figure 4(g) with Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
L1LL0) | (LLLLL) | +1 (0,0,0,0,1) | (0,0,0,0,0) | —1
11,100 | (LLLLL) | 41 | (0,0,0,1,0) | (0,0,0,0,0) | —1
110,10 | (LLLLL) | +1 (0,0,1,0,0) | (0,0,0,0,0) | —1
10,151 | (LOLLL) | +1 | (0,1,0,00) | (0,1,0,0,0) | —1
01111) | (0,,001) | -1 (1,0,0,0,0) | (10,1,1,0) | +1
11,100 | (LLLLL) | 41 | (0,0,0,1,1) | (0,0,0,0,0) | -1
(1,1,0,1,0) | (LLLLL) | +1 (0,0,1,0,1) | (0,0,0,0,0) | —1
1,0,1,1,0) | (LO,1,1,0) | 1 (0,1,0,0,1) | (0,1,0,0,1) | -1
0,1,1,1,0) | (0,,0,00) | -1 | (1,0,0,0,1) | (LOL,1,1) | +1
1,1,00,0) | (LLLLL) | +1 (0,0,1,1,0) | (0,0,0,0,0) | -1
1,0,1,00) | (LOLLL) | +1 | (0,1,0,1,0) | (0,1,0,00) | —1
0,1,1,0,1) | (0,1,0,0,1) | -1 (1,0,0,1,0) | (10,1,1,0) | +1
1,00,1,1) | (LOLLL) | +1 | (0,1,L,0,0) | (0,1,0,0,0) | —1
0,1,0,1,1) | (0,1,0,0,1) | -1 (1,0,1,0,0) | (1,0,1,1,0) | +1
0,0,1,1,1) (00,000 | -1 | (LL0,0,0) | (LLLLL) | +1

Table 14: Group decision for Figure 4(d) with Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
L1LL0) | (LLLLL) | +1 (0,0,0,0,1) | (0,0,0,0,0) | —1
11,100 | (LLLLL) | 41 | (0,0,0,1,0) | (0,0,0,0,0) | —1
110,10 | (LLLLL) | +1 (0,0,1,0,0) | (0,0,0,0,0) | —1
1,0,L,11) | (LOLL0) | +1 | (0,1,0,00) | (0,1,00,1) ]| —1
O1111) | (0,,0,1,1) | =1 (1,0,0,0,0) | (1,0,1,0,0) | —1
11,100 | (LLLLL) | 41 | (0,0,0,1,1) | (0,0,0,0,0) | —1
1,1,0,1,0) | (LLLLL) | +1 (0,0,1,0,1) | (0,0,0,0,0) | —1
1,0,1,1,0) | (LO,LL0) | +1 | (0,1,0,0,1) | (0,1,00,1) ] —1
0,1,1,1,0) | (0.L0L1) | +1 | (1,0,0,0,1) | (1,0,1,00) | —1
1,1,00,0) | (LLLLL) | +1 (0,0,1,1,0) | (0,0,0,0,0) | -1
1,0,1,0,1) | (10,,0,0) | -1 | (0,.,0,1,0) | (0,1,0,1,1) | +1
0,1,1,0,1) | (0,,0,0,1) | -1 (1,0,0,1,0) | (10,1,1,0) | +1
1,00,L,1) | (LOLL0) | +I | (0,L,1,00) | (0,1,0,0,1) | -1
0,1,0,1,1) | (0,1,0,1,1) | 1 (1,0,1,0,0) | (1,0,1,0,0) | —1
0,0,LL1) (00,000 | - | (LL0,0,0) | (LLLLL) | +1
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Table 15: Group decision for Figure 4(b) with Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
L1L10) | (LLLL0) | +1 (0,0,0,0,1) | (0,0,0,0,1) | —1
11,100 | (LLLO) | 41 | (0,0,0,1,0) | (0,0,0,1,0) | —1
1,1.0,L1) | (LLOLL) | +1 (0,0,1,0,0) | (0,0,1,0,0) | —1
101,51 | (LLLLL) | 41 | (0,1,0,00) | (0,0,0,0,0) | —1
0,1,1,L,1) | (00LL,1) | +1 (1,0,0,0,0) | (1,1,0,0,0) | -1
1,1,1,00) | (1,1,1,0,0) | 11 (0,0,0,1,1) | (0,0,0,1,1) | -1
(1,1,0,1,0) | (1,L,0,1,0) | +1 (0,0,1,0,1) | (0,0,L,0,1) | -1
1.0,1,1,0) | (LLLL0) | +1 (0,1,0,0,1) | (0,0,0,0,1) | —1
(0,1,1,1,0) | (0,0,1,L,0) | —1 (1,0,0,0.1) | (1LL,0,0,1) | +1
(1,1,0,0,1) | (1,L,0,0,1) | +1 (0,0,1,1,0) | (0,0,,1,0) | —1
1,01,01) | (1,L,1,01) | 11 (0,1,0,1,0) | (0,0,0,1,0) | -1
0,1,1,0,1) | (0,0,1,0,1) | -1 (1,0,0,1,0) | (1,L,0,1,0) | +1
1,00,1,1) | (LLOLL) | 41 | (0,1,L,0,0) | (0,0,1,00) | —1
0,1,0,1,1) | (0,00,1,1) | -1 (1,0,1,0,0) | (1,L,1,0,0) | +1
0,0,1,1,1) | (0,01,11) ] 1 (1,1,0,0,0) | (1,L,0,0,0) | -1

Table 16: Group decision for Figure 4(h) with Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
L1L10) | (LLLL0) | +1 (0,0,0,0,1) | (0,0,0,0,1) | —1
11,100 | (LLLO) | 41 | (0,0,0,1,0) | (0,0,0,1,0) | —1
1,1.0,L,1) | (LLOLL) | +1 (0,0,1,0,0) | (0,0,1,0,0) | —1
101,51 | (LLLLL) | 41 | (0,1,0,00) | (0,0,0,0,0) | -1
0,1,1,L,1) | (OLLLL) | +1 (1,0,0,0,0) | (1,0,0,0,0) | —1
1,1,1,00) | (1,1,1,0,0) | 11 (0,0,0,1,1) | (0,0,0,1,1) | -1
(1,1,0,1,0) | (1,L,0,1,0) | +1 (0,0,1,0,1) | (0,0,,0,1) | -1
1,0,1,1,0) | (LLLLO) | +1 | (0,1,0,0,1) | (0,0,00,1) | —1
0,1,1,1,0) | (0,1,1,1,0) | 1 (1,0,0,0,1) | (1,0,0,0,1) | -1
(1,1,0,0,1) | (1,L,0,0,1) | +1 (0,0,1,1,0) | (0,0,1,1,0) | —1
1,0,1,01) | (1,L,1,0,1) | 11 (0,1,0,1,0) | (0,0,0,1,0) | -1
(0,1,1,0,1) | (0,1,L,0,1) | +1 (1,0,0,1,0) | (1,0,0,1,0) | —1
1,00,1,1) | (1L00L1) | +1 | (0,1,L,0,0) | (0,1,1,0,0) | —1
0,1,0,1,1) | (0,00,1,1) | -1 (1,0,1,0,0) | (1,L,1,0,0) | +1
0,0,1,1,1) | (0,01,11) ] 1 (1,1,0,0,0) | (1,L,0,0,0) | -1
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Table 17: Group decision for Figure 4(c) with Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
L1L10) | (LLLL0) | +1 (0,0,0,0,1) | (0,0,0,0,1) | —1
11,100 | (LLLO) | 41 | (0,0,0,1,0) | (0,0,0,1,0) | —1
1,1.0,L1) | (LLOLL) | +1 (0,0,1,0,0) | (0,0,1,0,0) | —1
101,51 | (LLLLL) | 41 | (0,1,0,00) | (0,0,0,0,0) | —1
0,1,1,L,1) | (OLLLL) | +1 (1,0,0,0,0) | (1,0,0,0,0) | —1
1,1,1,00) | (1,1,1,0,0) | 11 (0,0,0,1,1) | (0,0,0,1,1) | -1
(1,1,0,1,0) | (1,L,0,1,0) | +1 (0,0,1,0,1) | (0,0,L,0,1) | -1
1.0,1,1,0) | (LLLL0) | +1 (0,1,0,0,1) | (0,0,0,0,1) | —1
0,1,1,1,0) | (0,1,1,1,0) | 1 (1,0,0,0,1) | (1,0,0,0,1) | -1
(1,1,0,0,1) | (1,L,0,0,1) | +1 (0,0,1,1,0) | (0,0,,1,0) | —1
1,0,1,00) | (LLLO) | +1 | (0,1,0,1,0) | (0,0,0,1,0) | —1
(0,1,1,0,1) | (0,1,L,0,1) | +1 (1,0,0,1,0) | (1,0,0,1,0) | —1
1,00,1,1) | (LLOLL) | +1 | (0,1,L,0,0) | (0,0,1,0,0) | —1
0,1,0,1,1) | (0,1,0,1,1) | 1 (1,0,1,0,0) | (1,0,1,0,0) | —1
00,1,1,1) | (OLLLL) | 41 | (LL0,0,0) | (1,0,0,00) | —1

Table 18: Group decision for Figure 4(i) with Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
L1LL0) | (LLLLL) | +1 (0,0,0,0,1) | (0,0,0,0,0) | —1
11,100 | (LOLLL) | +1 | (0,0,0,1,0) | (0,1,0,0,0) | —1
110,10 | (LLLLL) | +1 (0,0,1,0,0) | (0,0,0,0,0) | —1
1,0,1,1,1) | (LLLOL) | 41 | (0,1,0,00) | (0,0,0,1,0) | —1
01,1,1,1) | (0,1,0,1,0) | -1 (1,0,0,0,0) | (1,0,1,0,1) | +1
11,100 | (LOLLL) | +1 | (0,0,0,1,1) | (0,1,0,0,0) | —1
(1,1.0,1,0) | (LLLLL) | +1 (0,0,1,0,1) | (0,0,0,0,0) | —1
1,0,1,1,0) | (LLLOL) | 41 | (0,1,0,0,1) | (0,0,0,1,0) | —1
(0,1,1,1,0) | (0,1,0,,0) | —1 (1,0,0,0.1) | (1L0,1,0,1) | +1
1,1,00,1) | (LOLL1) | <1 (0,0,1,1,0) | (0,1,0,00) | -1
1,0,1,01) | (1L0,L,0,0) | +1 | (0,1,0,1,0) | (0,1,0,1,0) | —1
0,1,1,0,1) | (0,0,0,1,0) | -1 (1,0,0,1,0) | (LLLO,L) | +1
1,00,1,1) | (LLLO) | 41 | (0,1,L,0,0) | (0,0,0,1,0) | —1
0,1,0,1,1) | (0,1,0,1,0) | -1 (1,0,1,0,0) | (1,0,1,0,1) | +1
0,0,1,1,1) | (0,,0,00) | -1 | (LL0,0,0) | (LOLL,1) | +1
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Table 19: Group decision for Figure 2(b) with Standard Procedure

inclination ¢ gd(Bi) | inclination 4 gd(Bi)
LD 11 0,0,0) ]
(1,1,0) 11 (0,0,1) 1
(1,0,1) 1 (0,1,0) )
(0,1,1) +1 (1,0,0) )

Table 20: Group decision for Figure 2(d) with Standard Procedure

inclination i gd(Bi) | inclination 4 gd(Bi)
(L,1,1) +1 (0,0,0) 1
(1,1,0) 11 (0,0,1) —1
(1,0,1) 11 (0,1,0) —1
(0,1,1) —1 (1,0,0) 1

Table 21: Group decision for Figure 2(e) with Standard Procedure

inclination i gd(Bi) | inclination 4 gd(Bi)
L,1.1) +1 (0,0,0) 1
(1,1,0) 11 (0,0,1) —1
(1,0,1) +1 (0,1,0) —1
(0,1,1) -1 (1,0,0) +1

Table 22: Group decision for Figure 2(f) with Standard Procedure

inclination ¢ gd(Bi) | inclination 4 gd(Bi)
LD +1 0,0,0) 1
(1,1,0) 1 (0,0,1) -1
(1,0.1) ) (0,1,0) 1
(0,1,1) +1 (1,0,0) 1
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Table 23: Group decision for Figure 4(a) with Standard Procedure

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
ILLL0) | (LLLL0) | 1 (0,0,0,0,1) | (0,0,0,0,1) | -1
1,1,1,0,0) | (LLLOL) | +1 (0,0,0,1,0) | (0,0,0,1,0) | —1
1,101,1) | (LLOL1) | +1 (0,0,1,0,0) | (0,0,1,0,0) | —1
101,1,1) | (LOLL1) | +1 | (0,1,0,00) |(0,1,000) | -1
O1111) | (0LL11) | =1 (1,0,0,0,0) | (1,0,0,0,0) | -1
(1,1,1,0,0) | (LLL0,0) | +1 (0,0,0,1,1) | (0,0,0,1,1) | -1
(1,1,0,1,0) | (1,L,0,1,0) | +1 (0,0,1,0,1) | (0,0,1,0,1) | -1
(1,0,,1,0) | (1,0,1,L0) | +1 (0,1,0,0,1) | (0,1,0,0,1) | —1
(0,1,1,1,0) | (0,L,1,L,0) | +1 (1,0,0,0,1) | (1,0,0,0,1) | -1
(1,1,0,0,1) | (1,L,0,0,1) | +1 (0,0,1,1,0) | (0,0,1,1,0) | —1
1,0,1,01) | (1,0,1,0,1) | 11 (0,1,0,1,0) | (0,1,0,1,0) | —1
(0,1,1,0,1) | (0,1,1,0,1) | +1 (1,0,0,1,0) | (1,0,0,1,0) | —1
1,001,1) | (1,0,01,1) | 1 (0,1,1,0,0) | (0,1,1,0,0) | —1
(0,1,0,1,1) | (0,1,0,1,1) | +1 (1,0,1,0,0) | (1,0,1,0,0) | -1
00,LL,1) | (00,LL1) | +1 (1,1,0,0,0) | (1,L,0,0,0) | -1

Table 24: Group decision for Figure 4(j) with Procedure 6

inclination 7 Bi 9d(Bi) | inclination ¢ Bi gd(Bi)
A1) | LLLLD) | +1 | (0,0,0,00) | (000000 ]| -1
ILLL0) | (LLLL0) | 1 (0,0,0,0,1) | (0,0,0,0,1) | -1
1,1,1,01) | LLLL1) | +1 | (0,0,0,1,0) | (00000 | -1
1,1,0,1,1) | (LLOL1) | +1 (0,0,1,0,0) | (0,0,1,0,0) | —1
101,1,1) | (LOLL1) | +1 | (0,1,0,00) | (0,1,000) | -1
O1111) | (0LL11) | =1 (1,0,0,0,0) | (1,0,0,0,0) | -1
(1,1,1,0,0) | (LLL0,0) | +1 (0,0,0,1,1) | (0,0,0,1,1) | -1
(1,1,0,1,0) | (1,1,0,0,0) | —1 (0,0,1,0,1) | (0,0,1,1,1) | +1
1,0,1,1,0) | (1L0,1,1,0) | +1 | (0,,0,0,1) | (0,1,00,1) ]| -1
(0,1,1,1,0) | (0,L,1,L0) | +1 (1,0,0,0,1) | (1,0,0,0,1) | -1
(1,1,0,0,1) | (1,L,0,0,1) | +1 (0,0,1,1,0) | (0,0,1,1,0) | —1
1,01,01) | (LOLL1) | +1 | (0,,0,,0) | (0,1,000) ]| -1
0,1,1,01) | (OLL11) | <1 (1,0,0,1,0) | (1,0,0,0,0) | —1
1,001,1) | (1L00L1) | +1 | (0,,L,0,0) | (0,,1,00) | —1
(0,1,0,1,1) | (0,1,0,1,1) | +1 (1,0,1,0,0) | (1,0,1,0,0) | -1
00,LL,1) | (00LL1)] +1 (1,1,0,0,0) | (1,L,0,0,0) | -1
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Table 25: The Hoede-Bakker index with Standard Procedure

Figure | HB(1) | HB(2) | HB(3) | HB(4) | HB(5)
1(b) 1 0 — - -
2(a) I I I - -
® | 3 [ 3 | 3 | - | -
2(c) 1 0 0 - -
2(d) 1 0 0 - -
2(e) 1 0 0 — —
2(f) I 1 I - -
3b) |3 2 2 0 -
3(d) 1 0 0 0 -
3(c) 1 0 0 0 -
ZONEE : 5 5 5
4(b) 5 0 I I i
) |5 5 5 5 s
4(d) 3 3 0 3 0
) |3 5 5 5 5
A(f) 3 0 3 3 0
4(g) 1 0 0 0 0
ZON i 2 i i
A(T) 1 0 0 0 0
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