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"Open the Pod Bay Doors, HAL": Machine
Intelligence and the Law
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Humans are “meat”
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Assisted Decision-Making

Click here for the

relevant video
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https://www.youtube.com/watch?v=5zE1_GUHEoU
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https://www.youtube.com/watch?v=cxxhztCP2Bc
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Autonomous Decision-Making
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https://www.youtube.com/watch?v=P18EdAKuC1U
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How Machines Think (or Don’t)

Machines (currently) don’t think they process.
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Law for Machines?
Handbook of Robotics, 56th Edition, 2058 A.D

0. Arobot may not harm humanity, or, by inaction,
allow humanity to come to harm.

1. Arobot may not injure a human being or, through
Inaction, allow a human being to come to harm.

2. A robot must obey the orders given it by human
beings except where such orders would conflict
with the First Law.

3. Arobot must protect its own existence as long as
such protection does not conflict with the First or

Second Laws
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The Mora

The trolley problem
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Open the Pod Bay Doors HAL
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Is HAL morally or legally wrong?
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https://www.youtube.com/watch?v=dSIKBliboIo
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That’s Science Fiction Right?
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Watson
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Taranis

Click here for the
relevant video
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https://www.youtube.com/watch?v=38llakaq7Xw
https://www.youtube.com/watch?v=38llakaq7Xw
https://www.youtube.com/watch?v=38llakaq7Xw

Smart Agents and Safety

S I N N

Human Factors Environment Vehicle Human Only
Tri-Level (1979) 93% 34% 13% N/A
TRRL (1980) 95% 28% 8.5% 65%
IAM (2009) >90% 15% 1.9% N/A
NHTSA (2015) 94% 2% 2% N/A
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A Quick Recap

1.

2.

o U1

Humans remain uniquely the only source of the form of higher order sentience that
allows us to make complex moral decisions.

Humans, perhaps uniquely in the animal world, can rationalise objective and
subjective thought.

Human brains are complex, but also are resource hungry and as a result we often
reject resource heavy higher-order thought for lower level intuitive thought.
Humans have a capacity to outsource anything complex, difficult, dangerous or time
consuming.

We are developing machines which are capable of complex thought and creativity.
We are developing machines designed to act autonomously.

Human Level Machine Intelligence could be as little as 14 years away (or as far away
as 75 years).

It is perfectly logical to suggest that there should be an assumption that machines
should replace humans in all areas where human error remains a constituent factor
in harmful outcomes.
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Sentience In the Law

THE "SNAIL IN THE BOTTLE" CASE

This site was improved by Fenfrewshire Council in 2012 with the support of Colla Lawson,
Provost of Renfrewshire (2007 1o 2012) and assistance from Reid Kerr College and the Co-operative Funeralcare.

This is the site of the former Wellmeadow Cafe, the scene of an event that was the basis
of a landmark lagal case. To this day it remains famous around the world.

Criminal Law ©On 26 August 1928, Mrs D met a friend at the Wellmeadow Cafe. Her friend bought
her a bottle of ginger beer. As she enjoyed her drink, part of a decomposing snail fell out
of the bottle. It is recorded that Mrs Donoghue suffered shock and a severe stomach upset
- as a result. As she had not bought the drink, Mra Donoghue had no legal contract with the
Act u S Re u s N 0 n Fac'l t Re u m cafe owner. The case made on Mrs Donoghue's behall therefore focused on whether the
manutacturer and bottier of the drink, David Stevenson should be held responsible. Previously
- - - the law had declared there was no legal connection between consumer and manufacturer.
N] S] Me n S S] t Rea The case itsell never came to trial and was finally settled out of court. Before th: there was
- much legal debate over whether there was a case to hear. In May 1932 the Housa of Lords
@ was. Lord Atkin locked to the Bible story of the Good Samaritan and the
principle of loving your neighbour to help him decide. He found that just as neighbours should
ears for each other 8o should manufacturers care about the s of their pr .
The o v '\ case the pre o alig based on the
‘neilghbour principle’ and has been followed internationally by courts since.
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Sentience In Punishment

“1 don't know who you are. | don't know
want you want. If you are looking for
ransom, | can tell you | don't have
money. What I do have are a
particular set of skills. Skills

I have aquired over a very

long career. Skills that make

me a nightmare for people

like you. If you let my daughter

go now, that will be the end of

it. I will not look for you, I will

not pursue you. But if you don’t, \ M | ‘i UCHING WIRES cAusE.s
SR INSTANT DEATH
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Robot kills worker at Volkswagen plant

The Chalsasst entience

Contractor was setting up the stationary robot when it grabbed and crushed him
against a metal plate at the plant in Baunatal

Objective F

I.S E I—aW German news agency DPA reported that prosecutors were considering whether to
bring charges, and if so, against whom.
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The Lawmaker’s Dilemma

Fail to Recognise Recognise
Machine Machine
Sentience Sentience

Devices

Thought Human Agents

Updating




The Lawmaker’s Solution?

Humans and Als

“COde IS LaW” e Arobot must know it is a robot.
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1. A robot must establish its identity as a robot in all cases. A human must
establish its identity as a human in all cases.
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