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Algorithm Dynamics

All empirical research stands on a founda-
tion of measurement. Is the instrumentation 
actually capturing the theoretical construct of 
interest? Is measurement stable and compa-
rable across cases and over time? Are mea-
surement errors systematic? At a minimum, 
it is quite likely that GFT was an unstable 
refl ection of the prevalence of the fl u because 
of algorithm dynamics affecting Google’s 
search algorithm. Algorithm dynamics are 
the changes made by engineers to improve 
the commercial service and by consum-
ers in using that service. Several changes in 
Google’s search algorithm and user behav-
ior likely affected GFT’s tracking. The most 
common explanation for GFT’s error is a 
media-stoked panic last fl u season ( 1,  15). 
Although this may have been a factor, it can-
not explain why GFT has been missing high 
by wide margins for more than 2 years. The 
2009 version of GFT has weathered other 
media panics related to the fl u, including the 
2005–2006 influenza A/H5N1 (“bird flu”) 
outbreak and the 2009 A/H1N1 (“swine fl u”) 
pandemic. A more likely culprit is changes 
made by Google’s search algorithm itself.

The Google search algorithm is not a 
static entity—the company is constantly 
testing and improving search. For example, 
the offi cial Google search blog reported 86 
changes in June and July 2012 alone (SM). 
Search patterns are the result of thousands of 
decisions made by the company’s program-
mers in various subunits and by millions of 
consumers worldwide.

There are multiple challenges to replicat-
ing GFT’s original algorithm. GFT has never 
documented the 45 search terms used, and 
the examples that have been released appear 
misleading ( 14) (SM). Google does provide 
a service, Google Correlate, which allows 
the user to identify search data that correlate 
with a given time series; however, it is lim-
ited to national level data, whereas GFT was 
developed using correlations at the regional 
level ( 13). The service also fails to return any 
of the sample search terms reported in GFT-
related publications ( 13,  14).

Nonetheless, using Google Correlate to 
compare correlated search terms for the GFT 
time series to those returned by the CDC’s 
data revealed some interesting differences. In 
particular, searches for treatments for the fl u 
and searches for information on differentiat-
ing the cold from the fl u track closely with 
GFT’s errors (SM). This points to the possi-
bility that the explanation for changes in rela-
tive search behavior is “blue team” dynam-
ics—where the algorithm producing the data 
(and thus user utilization) has been modi-

fi ed by the service provider in accordance 
with their business model. Google reported 
in June 2011 that it had modifi ed its search 
results to provide suggested additional search 
terms and reported again in February 2012 
that it was now returning potential diagnoses 
for searches including physical symptoms 
like “fever” and “cough” ( 21,  22). The for-
mer recommends searching for treatments 
of the fl u in response to general fl u inqui-
ries, and the latter may explain the increase 
in some searches to distinguish the fl u from 
the common cold. We document several other 
changes that may have affected GFT (SM).

In improving its service to customers, 
Google is also changing the data-generating 
process. Modifications to the search algo-
rithm are presumably implemented so as to 
support Google’s business model—for exam-
ple, in part, by providing users useful infor-
mation quickly and, in part, to promote more 
advertising revenue. Recommended searches, 
usually based on what others have searched, 
will increase the relative magnitude of certain 
searches. Because GFT uses the relative prev-
alence of search terms in its model, improve-
ments in the search algorithm can adversely 
affect GFT’s estimates. Oddly, GFT bakes in 
an assumption that relative search volume for 
certain terms is statically related to external 

events, but search behavior is not just exog-
enously determined, it is also endogenously 
cultivated by the service provider.

Blue team issues are not limited to 
Google. Platforms such as Twitter and Face-
book are always being re-engineered, and 
whether studies conducted even a year ago 
on data collected from these platforms can 
be replicated in later or earlier periods is an 
open question.

Although it does not appear to be an issue 
in GFT, scholars should also be aware of the 
potential for “red team” attacks on the sys-
tems we monitor. Red team dynamics occur 
when research subjects (in this case Web 
searchers) attempt to manipulate the data-
generating process to meet their own goals, 
such as economic or political gain. Twitter 
polling is a clear example of these tactics. 
Campaigns and companies, aware that news 
media are monitoring Twitter, have used 
numerous tactics to make sure their candidate 
or product is trending ( 23,  24).

Similar use has been made of Twitter 
and Facebook to spread rumors about stock 
prices and markets. Ironically, the more suc-
cessful we become at monitoring the behav-
ior of people using these open sources of 
information, the more tempting it will be to 
manipulate those signals.
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GFT overestimation. GFT overestimated the prevalence of fl u in the 2012–2013 season and overshot the 

actual level in 2011–2012 by more than 50%. From 21 August 2011 to 1 September 2013, GFT reported overly 

high fl u prevalence 100 out of 108 weeks. (Top) Estimates of doctor visits for ILI. “Lagged CDC” incorporates 

52-week seasonality variables with lagged CDC data. “Google Flu + CDC” combines GFT, lagged CDC estimates, 

lagged error of GFT estimates, and 52-week seasonality variables. (Bottom) Error [as a percentage {[Non-CDC 

estmate)�(CDC estimate)]/(CDC) estimate)}. Both alternative models have much less error than GFT alone. 

Mean absolute error (MAE) during the out-of-sample period is 0.486 for GFT, 0.311 for lagged CDC, and 0.232 

for combined GFT and CDC. All of these differences are statistically signifi cant at P < 0.05. See SM.

Published by AAAS

“The Parable of Google Flu”, Lazer et al (2014)







C The 18 Predictors needed for 10%

In Figure 6 one can see that 18 predictors su�ce to reach a 10% improvement on the quiz set. In Table
11 we provide an ordered list of these predictors. Most of them stem from nonlinear probe blends.

We found these predictors with backward selection. We started with all predictors and iteratively
removed the predictor with the lowest contribution. Please note that this method is not guaranteed to
find the smallest possible subset of predictors which achieve a 10% improvement. So there might be a
smaller subset or an 18 predictor subset with a lower RMSE.

# blend
RMSE

Predictor

1 0.85834 PB-101, rmse=0.8584, Ensemble neural network blend, 1149 results from small nets with 4
neurons (29 trainable weights) in the hidden layer, 3-predictor random subsets. All results
were combined with a 2-date-bins linear blender. The base set of predictors are {ALL-476,
BC-Exact-340}.

2 0.85693 PB-115, rmse=0.8587, Neural network blend on tree blends, extended with SVD and RBM
features, where the probe prediction of the trees is the out-of-bag estimate. The net has two
hidden layers with 17 and 7 neurons. Training was stopped when the 4-fold CV error has
reached the minimum (after 493 epochs). The input is: {PB-143 ... PB-163, SVD++10-
cross-145, RBM-50-user}

3 0.85665 PB-107, rmse=0.8600, Ensemble neural network blend on a 168 predictor subset by Prag-
matic Theory. 980 results were blended with a 4-frequency-bins linear blender. Each of the
results were produced by a 3-predictor random subset blend of the 168. These subsets were
blended by a 1HL net with 5 neurons. Input: {PT-168}

4 0.85662 PB-054, rmse=0.8658, Neural network blend on a forward selection by BigChaos’ predictors.
Here, top-15 are selected with a simple greedy forward selection algorithm. Blending is done
with a 1HL net with 13 neurons. Training was stopped after 1334 epochs. Input: {BC-192-
Top15}

5 0.85658 rmse=8713, A result by BellKor: last one at Sec. VII of [12]
6 0.85655 PB-112, rmse=0.8621, Kernel Ridge Regression blend on results by all 3 teams. The KRR

algorithm is computational very expensive, therefore we draw 4000 random samples from
the 1.4M probe set. A Gauss kernel with � = 100 is used, the ridge constant is � = 1e� 6.
8 results are combined linearly. Input: {ALL-476}

7 0.85651 PB-111, rmse=0.8589, Neural network blend on results by all 3 teams. The net has 1HL
with 4 neurons. Input: {ALL-476}

8 0.85648 OB-20, rmse=0.8925, A residual chain of 3 algorithms: First a SVD with non-neg weights
on raw ratings (OB-08, rmse=0.9023), second Global Time E↵ects (OB-09, rmse=0.8932)
and third a MovieKNNV3 on residuals of OB-09.

9 0.85645 OB-23, rmse=0.9317, NSVD1 with 40 features on raw ratings.
10 0.85643 rmse=0.9201, A result by Pragmatic Theory: ssvd-31-00-asym4-200 (Asymmetric 4 model

on residuals of a Matrix Factorization 2 model)
11 0.85641 rmse=0.9290, A result by BellKor: #14 at [4]
12 0.85638 rmse=0.8943, A result by BellKor: top of page 9 of [5]
13 0.85636 rmse=0.9212, A result by BellKor: #17 of [4]
14 0.85635 PB-063, rmse=0.8902, Neural network blend on SVD and RBM features. We used a 2HL

net with 50 and 10 neurons. Input: {RBM-50-user, SVD++20-187}
15 0.85633 PB-106, rmse=0.8601, Ensemble neural network blend on results by all 3 teams. Here we

select 8 random predictors 1213 times (net: 1HL with 5 neurons), results were combined by
a 25-cluster-bins (5 user and 5 movie clusters) linear blend. Input: {ALL-476}

16 0.85631 rmse=0.8606, A result by BellKor: GBDT blend of top 75 results from Sec. VII of [12]
17 0.85630 PB-117, rmse=0.8588, Neural network blend on tree blends, extended with SVD and RBM

features, where the probe prediction of the trees is the out-of-bag estimate. The result is
very similar to PB-115, but with a slightly di↵erent neuron configuration in the two hidden
layers. Input: {PB-143 ... PB-163,SVD++10-cross-145,RBM-50-user}

18 0.85628 rmse=0.8914, A result by BellKor: matrix factorization model with f = 20 described at
Sec. IV.A of [12]

Table 11: The 18 predictors, which are necessary to reach 10%.
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BigChaos solution to the Netflix Prize (2009)

applying two movie and user e↵ects as the first 4 e↵ects. The algorithm has the ability to adapt the
kernel width � per e↵ect. This helps to capture basic movie and user e↵ects on di↵erent time scales. The
kernel width represents the size of the time-localized window. For the Progress Prize 2008 we reported
19 GTE. These are getting refined and extended to become 24 single e↵ects. The new e↵ects are based
on:

• percentSingleVotes(user): Percentage of all rating days, where the user gives only one vote.

• avgStringlenTitle(user): The average length of the movie title voted by the user.

• ratingDateDensity(user): The rating time span (last minus first rating day) divided by the number
of rating days (the days on which the user has given at least one rating).

• percentMovieWithNumberInTitle(user): The percentage of movies with numbers in the title voted
by the user.

• ratingDateDensity(movie): The same on movie side.

User side e↵ects need more computational e↵ort (3 minutes per epoch), therefore we limit the au-
tomatic parameter tuner APT2 to 120 epochs. On item side we use 400 search epochs. In contrast to
Global E↵ects, optimizing all meta parameters simultaneously is not feasible, due to the huge runtime.
However, Global Time E↵ects are a strong algorithm to minimize the blend RMSE in the ensemble.

# e↵ect shrinkage kernel width
0 Global time mean ↵

0

�
0

1 Movie time e↵ect ↵
1

�
1

2 User time e↵ect ↵
2

�
2

3 Movie time e↵ect ↵
3

�
3

4 User time e↵ect ↵
4

�
4

5 User time e↵ect: user x sqrt(time(user)) ↵
5

�
5

6 User time e↵ect: user x sqrt(time(movie)) ↵
6

�
6

7 Movie time e↵ect: movie x sqrt(time(movie)) ↵
7

�
7

8 Movie time e↵ect: movie x sqrt(time(user)) ↵
8

�
8

9 User time e↵ect: user x average(movie) ↵
9

�
9

10 User time e↵ect: user x votes(movie) ↵
10

�
10

11 Movie time e↵ect: movie x average(user) ↵
11

�
11

12 Movie time e↵ect: movie x votes(user) ↵
12

�
12

13 Movie time e↵ect: movie x avgMovieProductionYear(user) ↵
13

�
13

14 User time e↵ect: user x productionYear(movie) ↵
14

�
14

15 User time e↵ect: user x std(movie) ↵
15

�
15

16 Movie time e↵ect: movie x std(user) ↵
16

�
16

17 User time e↵ect: user x average(movie) (from previous e↵ect) ↵
17

�
17

18 Movie time e↵ect: movie x average(user) (from previous e↵ect) ↵
18

�
18

19 Movie time e↵ect: movie x percentSingleVotes(user) ↵
19

�
19

20 Movie time e↵ect: movie x avgStringlenTitle(user) ↵
20

�
20

21 Movie time e↵ect: movie x ratingDateDensity(user) ↵
21

�
21

22 Movie time e↵ect: movie x percentMovieWithNumberInTitle(user) ↵
22

�
22

23 User time e↵ect: user x stringlengthFromTitle(movie) ↵
23

�
23

24 User time e↵ect: user x ratingDateDensity(movie) ↵
24

�
24

Table 2: Overview on 24 Global Time E↵ects

5.7 Weekday E↵ect - WE

This algorithm applies mean correction on weekdays. The detailed implementation can be found in [17].
It is unchanged since the Progress Prize 2008.

9





“First, excessive use of social media has been 
associated with compulsive use, which may create 
psychological, social, school and/or work difficulties in a 
person’s life. These phenomena, in turn, may trigger 
marriage unhappiness and, ultimately, divorce. 
  
Second, Facebook in particular creates an environment 
with potential situations that may evoke feelings of 
jealousy between partners, harming the quality of their 
relationship.  
 
And third, we noted that services like Facebook have 
unique affordances that may help partners to reduce 
searching costs for extra-matrimonial affairs and 
consequently may contribute to cheating.”

Valenzuela et al (2014)
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Table 1. Randomized Alphabets Used for the California Statewide Elections Since 1982

Year Election Randomized alphabet

1982 Primary S C X D Q G W R V Y U A N H L P B K J I E T O M F Z
General L S N D X A M W V T O F I B K Y U P E Q C J Z H R G

1983 Consolidated L C P K I A U G Z O N B X D W H E M F V R S T Y Q J
1984 Primary W M F B Q Y T D J U O V I K R H S N P C A E L Z G X

General V W I H R Q G J O M T S Y C A F U X K B P E Z N D L
1986 General Q N H U B J E G M V L W X C K O F D Z R Y I T S P A
1988 Primary W O K N Q A V T H J F Z L B U D Y M I R G C E S X P

General S W F M K J U Y A T V G O N Q B D E P L Z C I X R H
1990 Primary E J B Y Q F K M O V X L N Z C W A P R D G T H I S U

General W F C L D I N J H V K O S A R E Q B T M Y U G Z X P
1992 Primary U R F A J C D N M K P Z Y X G W O H E B I S V L Q T

General F Y U A J S B Z G O E Q R L I M H V N T P D K X C W
1994 Primary K J H G A M I Q U N C Z S W V R P Y B L O T D F E X

General V I A E M S O K L B G N W Y D P U F Z Q J X C R H T
1996 Primary G E F C Y P D B Z I V A U S M L H K N T O J Q R X W

General J Y E P A U S Q B H T R K N L X F D O G M W I Z C V
1998 Primary L W U J X K C N D O Q A P T Z R Y F E V B H G I M S

General W K D N V A G P Y C Z I S T L J X Q O F H R B U M E
2000 Primary O P C Y I H X Z V R S Q E K L G D W J U T M B F A N

General I T F G J S W R N M K U Y L D C Q A H X O E B V P Z
2002 Primary W I Z C O M A Q U K X E B Y N P T R L V S J H D F G

General H M V P E B Q U G N D K X Z J A W Y C O S F I T R L
2003 Recall R W Q O J M V A H B S G Z X N T C I E K U P D Y F L



Natural Experiment on Ballot Order Effect 231

Figure 2. Candidate-Specific Average Gain Due to Being Listed in First Po-
sition on Ballots for 1998 and 2000 Elections. The top panels show results for
general elections, and the bottom panel displays those for primary elections.
Circles indicate point estimates for each candidate, and vertical bars represent
estimated 95 percent confidence intervals. In general elections, only minor
party and nonpartisan candidates are affected by the ballot order. In primary
elections, all candidates are affected.

Table 4 summarizes effects across all races from 1978 to 1992.10 The general
patterns of the 1998 and 2000 elections hold across all elections studied. In

10. In cases where multiple candidates from the same party or multiple nonpartisan candidates ran,
such as in primaries or nonpartisan elections, averages of those candidate-specific point estimates
and standard errors are used to obtain an estimate for each race, and these estimates are in turn
averaged across elections with the number of candidates in each race as weights.

Ho and Imai (2008)
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1936 U.S. Presidential election



Predicted: Landon victory with 57% of the vote

Actual: Roosevelt victory with 61% of the vote
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Fig. A.1. The left panel shows the vote intention question, and the right panel shows what respondents were presented with during their first visit to the
poll.

difficult. Nevertheless,we show that theMRP-adjusted and
calibrated Xbox estimates are intuitively reasonable, and
are also similar to those generated by more traditional
means.

While our approach performed quite well, it did re-
quire detailed data. In the face of insufficient demographic
information on respondents, inadequate population-level
statistics, or a lack of historical election poll results, it
would have been difficult to generate accurate forecasts
fromnon-representative data. Furthermore, whilemuch of
our procedure is fairly mechanical, selecting the appropri-
ate modeling framework requires some care. Fortunately,
however, at least with the Xbox data, the regression esti-
mates are stable after only a few key demographic vari-
ables (sex, age, state, race and party identification) have
been included.

The greatest impact of non-representative polling will
probably be for smaller, local elections and specialized sur-
vey settings, where it is impractical to deploy traditional
methods due to cost and time constraints, rather than
for presidential elections. For example, non-representative
polls could be used in Congressional elections, where there
are currently only sparse polling data. Non-representative
polls could also supplement traditional surveys (e.g., the
General Social Survey) by offering preliminary results at
shorter intervals. Finally, when there is a need to iden-
tify and track pivotal events that affect public opinion,
non-representative polling offers the possibility of cost-
effective continuous data collection. Standard representa-
tive polling will certainly continue to be an invaluable tool
for the foreseeable future. However, 75 years after the Lit-
erary Digest failure, non-representative polling (followed
by appropriate post-data adjustment) is due for further ex-
ploration, for election forecasting and in social research
more generally.
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Appendix. Questionnaire

The only way to answer the polling questions was via
the Xbox Live gaming platform. There was no invitation or
permanent link to the poll, so respondents had to locate
it daily on the Xbox Live’s home page and click into it.
The first time a respondent opted-into the poll, they were
directed to answer the nine demographics questions listed
below. On all subsequent occasions, respondents were
directed immediately to answer between three and five
daily survey questions, one of which was always the vote
intention question (see Fig. A.1).
Intention question: If the election were held today, who
would you vote for?
Barack Obama\Mitt Romney\Other\Not Sure
Demographics questions:

1. Who did you vote for in the 2008 Presidential election?
Barack Obama\ JohnMcCain\Other candidate\Did not
vote in 2008

2. Thinking about politics these days, how would you
describe your own political viewpoint?
Liberal\ Moderate\ Conservative\ Not sure

3. Generally speaking, do you think of yourself as a . . . ?
Democrat\ Republican\ Independent\ Other

4. Are you currently registered to vote?
Yes\ No\ Not sure

5. Are you male or female?
Male\ Female

6. What is the highest level of education that you have
completed?
Did not graduate from high school\ High school
graduate\ Some college or 2-year college degree\
4-year college degree or Postgraduate degree

7. What state do you live in?
Dropdown with states—listed alphabetically; including
District of Columbia and ‘‘None of the above’’

8. In what year were you born?
1947 or earlier\ 1948–1967\1968–1982\ 1983–1994

9. What is your race or ethnic group?
White\ Black\ Hispanic\ Other

W. Wang et al. / International Journal of Forecasting ( ) – 11

Fig. A.1. The left panel shows the vote intention question, and the right panel shows what respondents were presented with during their first visit to the
poll.
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Fig. 3. National MRP-adjusted voter intent of two-party Obama support over the 45-day period, with the associated 95% confidence bands. The horizontal
dashed line indicates the actual two-party Obama vote share. The three vertical dotted lines indicate the presidential debates. Compared with the raw
responses in Fig. 2, the MRP-adjusted voter intent is much more reasonable, and the voter intent in the last few days is close to the actual outcome. On
the other hand, the daily aggregated polling results from Pollster.com, shown by the blue dotted line, are further away from the actual vote share than the
estimates generated from the Xbox data in the last few days. (For the interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

cross-tabulated population data. One commonly used
source for such data is the Current Population Survey
(CPS); however, the CPS is missing some key poststrati-
fication variables, such as party identification. We there-
fore use exit poll data from the 2008 presidential elec-
tion instead. Exit polls are conducted outside voting sta-
tions on election day, and record the choices of exiting
voters; they are generally used by researchers and news
media to analyze the demographic breakdown of the vote
(after a post-election adjustment that aligns the weighted
responses to the reported state-by-state election results).
In total, 101,638 respondents were surveyed in the state
and national exit polls. We use the exit polls from 2008,
not 2012, because this means that, in theory, the method
we describe here could have been used to generate real-
time predictions during the 2012 election campaign. Ad-
mittedly, this approach puts our prediction at a disadvan-
tage, sincewe cannot capture the demographic shifts of the
intervening four years. While combining exit poll and CPS
data could arguably yield improved results, we limit our-
selves to the 2008 exit poll summaries for our poststratifi-
cation, for the sake of simplicity and transparency.

3.2. National and state voter intent

Fig. 3 shows the adjusted two-party Obama support
for the last 45 days before the election. Compared with
the uncorrected estimates in Fig. 2, the MRP-adjusted
estimates yield a much more reasonable timeline of
Obama’s standing over the final weeks of the campaign.
With a clear advantage at the beginning, Obama’s support
slipped rapidly after the first presidential debate – though
it never fell below50% – then gradually recovered, building
up a decisive lead in the final days.

On the day before the election, our estimate of voter
intent is off from the actual outcome (indicated by the

dotted horizontal line) by a mere 0.6 percentage points.
The voter intent in the weeks prior to the election does
not equate directly to an estimate of the vote share on
election day—a point we return to in Section 4. As such,
it is difficult to evaluate the accuracy of our full time
series of estimates. However, not only are our estimates
intuitively reasonable, they are also in line with the
prevailing estimates based on traditional, representative
polls. In particular, our estimates roughly track – and are
even arguably better than – those fromPollster.com, one of
the leading poll aggregators during the 2012 campaign.We
are following what is now standard practice by using an
aggregate of nationally reported polls for the comparison,
rather than any selected subset of polls that might be
judged to be of highest quality. Again, our goal here is
not to bash conventional polling but rather to demonstrate
how, with sophisticated adjustments, we can match that
performance even with a highly non-representative opt-in
sample.

The national vote share receives a considerable amount
of media attention, but state-level estimates are partic-
ularly relevant for many stakeholders, given the role of
the Electoral College in selecting the winner (Rothschild,
2013). Forecasting state-by-state races is a challenging
problem, due to the interdependencies in state outcomes,
the logistical difficulties ofmeasuring state-level vote pref-
erences, and the effort required to combine information
from various sources (Lock & Gelman, 2010). The MRP
framework, however, provides a straightforward method-
ology for generating state-level results. Specifically, we use
the same cell-level estimates as are employed in the na-
tional estimate, that is, those generated via the multilevel
model in Eqs. (1) and (2), and then poststratify to each
state’s demographic composition. In thismanner, the Xbox
responses can be used to construct estimates of voter in-
tent over the last 45 days of the campaign for all 51 Elec-
toral College races.

better
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ABSTRACT

Motivation: Many practical pattern recognition problems require

non-negativity constraints. For example, pixels in digital images

and chemical concentrations in bioinformatics are non-negative.

Sparse non-negative matrix factorizations (NMFs) are useful when

the degree of sparseness in the non-negative basis matrix or the

non-negative coefficient matrix in an NMF needs to be controlled

in approximating high-dimensional data in a lower dimensional

space.

Results: In this article, we introduce a novel formulation of sparse

NMF and show how the new formulation leads to a convergent

sparse NMF algorithm via alternating non-negativity-constrained

least squares. We apply our sparse NMF algorithm to cancer-class

discovery and gene expression data analysis and offer biological

analysis of the results obtained. Our experimental results illustrate

that the proposed sparse NMF algorithm often achieves better

clustering performance with shorter computing time compared to

other existing NMF algorithms.

Availability: The software is available as supplementary material.

Contact: hskim@cc.gatech.edu, hpark@acc.gatech.edu

Supplementary information: Supplementary data are available at

Bioinformatics online.

1 INTRODUCTION

In many data-mining problems, dimension reduction is
imperative for efficient manipulation of massive quantity of
high-dimensional data. The subspace method has demonstrated
its success in numerous pattern recognition tasks including
efficient classification (Kim et al., 2005), clustering (Ding et al.,
2002) and fast search (Berry et al., 1999) . There are two general
approaches for reducing dimensionality, i.e. feature extraction
and feature selection. Feature extraction is transforming the
existing features into a lower dimensional space, while feature
selection is selecting a subset of the existing features without
a transformation. For feature extraction, principal compo-
nent analysis (PCA), linear discriminant analysis (LDA)
and non-negative matrix factorization (NMF) have been
widely used. Many practical pattern recognition problems

require non-negativity constraints. For example, pixels in
digital images and chemical concentrations in bioinformatics
are non-negative. NMF is a useful technique in approximating
these high-dimensional data.
Given a non-negative matrix A of size m! n, where each

column of A corresponds to a data point in the m-dimensional
space, and a positive integer k < minfm, ng, NMF finds two
non-negative matrices W 2 Rm!k and H 2 Rk!n so that

A "WH: ð1Þ

A solution to the NMF problem can be obtained by solving the
following optimization problem:

min
W,H

f ðW,HÞ % 1

2
kA&WHk2F, s:t: W,H ' 0, ð2Þ

where W 2 Rm!k is a basis matrix, H 2 Rk!n is a coefficient
matrix, k ( kF is the Frobenius norm and W,H ' 0 means that
all elements of W and H are non-negative. Due to k < m,
dimension reduction is achieved and a lower dimensional
representation of A in a k-dimensional space is given by H.
Since NMF may give us direct interpretation due to

non-subtractive combinations of non-negative basis vectors,
it has recently received much attention and it has been applied
to many interesting problems including text data mining
(Chagoyen et al., 2006; Lee and Seung, 1999; Pauca et al.,
2004) gene expression data analysis (Brunet et al., 2004;
Carmona-Saez et al., 2006; Gao and Church, 2005; Kim and
Tidor, 2003; Maher et al., 2006), microarray comparative
genomic hybridization (aCGH) data (Carrasco et al., 2006) and
functional characterization of gene lists (Pehkonen et al., 2005).
One of the interesting properties of NMF is that it often
generates sparse basis vectors that allow us to discover parts-
based basis vectors. NMF generated holistic basis images
instead of parts-based basis images for a facial image dataset in
the results presented in Li et al. (2001) and Hoyer (2004).
Several approaches (Dueck et al., 2005; Hoyer, 2004; Pascual-
Montano et al., 2006; Pauca et al., 2006) have been proposed to
explicitly control the degree of sparseness of W and H.
However, if strong sparsity constraints are imposed on the
basis matrix W, some useful information for gene selection in
microarray data analysis may be lost. Some other approaches
(Gao and Church, 2005; Pauca et al., 2004) imposed sparsity*To whom correspondence should be addressed.
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