
The regulation of and by algorithms has become of growing 
relevance to the delivery of public services, coinciding with the 
related interest in open and big data. Debates about the conse-
quences of the rise of algorithms have been however limited. 
Early contributions considered whether the rise of algorithmic 
regulation and new information technologies represented a 
fundamental (mostly benevolent) change in opportunities for 
citizens and states. Others pointed to the likely reinforcement 
of existing power structures (such as the detecting powers of 
states), or the rise of new unregulated and private sources of 
surveillance, and yet others noted the likely complexification 
effects of the use of computerized algorithms in generating 
new types of unintended consequences. 

What, however, can be understood as ‘algorithmic regulation’? 
Is there something clearly identifiable and distinct from other 
types of regulatory control systems that are based on standard- 
setting (‘directors’), behaviour-modification (‘effectors’) and 
information-gathering (‘detectors’)? 

One distinctive feature is that algorithms can ‘learn’ – and that 
the codes on which these algorithms are ‘set’ and ‘learn’ are  
far from transparent. A second component is the supposedly 
vast computing power in processing information. A third  
characteristic concerns the enormous ‘storage’ capacity that  
allows (potentially) for comparison and new knowledge  
creation. A fourth element might be the insidious nature in 
which ‘detection’ does take place: users casually consent to 
highly complex ‘conditions of service’ and are not necessarily 
in control of the ways in which their ‘profiles’ are being  
processed and utilized. 

Similarly, behaviour modification is said to work by using 
architecture and ‘nudges’. In other words, one might argue 
that algorithmic regulation is an extension to existing control 
systems in terms of their storage and processing capacity; 
they are qualitatively different in that much of the updating 
is performed by the algorithm itself, in ways that are non- 
transparent to the external observer, rather than derived from 
rule-based programming; and it is distinct in its reliance on 
observation and default-setting in terms of detecting and  
effecting behaviours. 

At the same time, the notion of decision making and ‘learning’ 
by the algorithm itself is certainly problematic. No algorithm is 
‘unbiased’ in that the initial default setting matters, and  
so does the type of information that is available for updating. 
To maintain ‘neutral’, algorithms might therefore require biased 
inputs so as to avoid highly undesirable and divisive outcomes. 
Instead, what is called here ‘by the algorithm itself’ is that  
the ways in which these algorithms ‘learn’ and what kind of 
 information they process is not necessarily transparent, not 
even to those who initially established these codes. Under-
standing the ‘predictions’ of algorithms is inherently problem-

atic: they resemble the multiple forecasting models used by 
hurricane watchers where one day’s ‘perfect prediction’ might 
be completely ‘off’ the following day.

In addition, there are a number of critical issues for regulation. 
Firstly, what is the impact of algorithms on ‘users’ of public 
services? One might argue that algorithmic regulation brings 
 in new opportunities for users as it generates powerful com-
parisons that potentially grant users greater choice options  
on the market (and quasi-market) place than before. Similarly, 
algorithmic regulation can also be said to increase the potential 
for ‘voice’: enhanced information can be used for a more pow-
erful engagement with users (e.g. users of public services).  
The threat of ‘choice’ and ‘voice’ might make providers of services  
more responsive to users. 

At the same time, the fact that simple search results can already 
have powerful choice-deciding consequences raises questions 
as to how informed user choice can be obtained in an age of 
‘google knowing’ (the unquestioned acceptance of the most 
prominent search results).

As individual experiences disappear into ‘big data’, engagement  
is mediated. The lack of transparency about the ways in which 
user experiences are mediated – and through which means – 
remains a central part of the debate. Different means  
of mediating such experiences exist – they might be based on 
explicit benchmarking and league-tabling (thereby relying on 
competitive pressures), or on providing differentiated analyses 
so as to facilitate argumentation and debate, or on enhanced 
hierarchical oversight. As noted, algorithms are not neutral. 
They are not just mediation tools, but are of a performative and 
constitutive nature, potentially enhancing rather than reducing 
power asymmetries. In short, the regulation by algorithm  
calls for the regulation of the algorithm in order to address 
their built-in biases.

Secondly, as regulation via algorithm requires regulation of the 
algorithm, questions arise as to what type of controls are  
feasible. In debates about the powers of state surveillance, one 
argument has been made that the state’s ‘intelligence’ pow-
ers are more accountable than those of private corporations. 
Such a view is controversial, but it raises the question as to 
how state and non-state actors should be held accountable (i.e. 
repor ting standards potentially backed by sanctions) and  
transparent (i.e. allow for external scrutiny). Transparency 
might also increase potential vulnerability to manipulation. 
Given the transnational nature of much corporate activity, it 
raises also the question of jurisdiction and the potential  
effects of national and regional regulatory standards (such as 
those relating to privacy). 

Thirdly, there are questions that concern the kind of regulatory  
capacities required for the regulation of and by algorithm. 
Arguably, this is the age of the forensic data analyst and pro-
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grammer rather than the lawyer and the economist. Altering 
regulatory capacities in that way may prove challenging in 
itself. However, it is also likely to be testing as the analytical 
capacities of the ‘forensic data analyst’ need to be combined 
with other capacities in terms of delivery, coordination and 
oversight. It also requires new types of combinations of analyti-
cal capacities; for example, when it comes to the regulation  
of information, it is not just the presentation of particular  
‘facts’ that requires monitoring, it is increasingly also their  
visualization. In the field of energy, it requires, for example,  
the combination of engineering and data analysis. 

Furthermore, there is the question at what point such regulation 
of the algorithm could and should take place. One central theme 
in ethical debates has been the default setting – algorithms 
should not be set to make straightforward ethical choices, but 
should be programmed so as to make ‘context-dependent’ choic-
es. Such a perspective is problematic as no algorithm can be 
‘neutral’. As information can emerge and ‘wiped’ (but not every-
where), and as complex information systems generate new 
types of vulnerabilities, as information itself can be assessed in 
remote (non-intrusive) ways, regulatory capacity is required to 
deal with information in ‘real’ rather than ‘reactive’ time. 

An additional central issue for the regulation of algorithms is 
vulnerability to gaming and corruption. We define ‘gaming’ as 
the use of bots and other devices to mislead; information flows 
are generated that might, at first, appear as ‘real’, but, on second 
sight, reveal that they are generated by artificial means and/
or are inflated so as to provide greater visibility to some ‘infor-
mation’ than others. This might be related to the use of social 
media to communicate certain messages, or it might be used 
to enhance the visibility of certain websites on search engines. 
In contrast, corruption is the explicit attempt to undermine 
the functioning of the system rather than its exploitation. This 
is therefore the world of cyber-security and the protection of 
critical infrastructures that increasingly operate in the cloud 
without sufficient protocols to deal with ‘black swans’, let alone, 
‘fancy (or cozy) bears’ (Haba, 2017).

In response, it might be argued that regulation by algorithm 
makes gaming less likely when it comes to oversight.  
Performance management by target and indicator is widely 
said to suffer from extensive gaming and manipulation.  
The power of algorithms to deal with information could be said 
to enhance the possibilities of regulators to vet information  
in unpredictable ways, thereby reducing organizational oppor-
tunities to game. However, assessing complex organizations 

via algorithms remains a complex undertaking that does not 
necessarily enhance the predictive powers of regulatory  
oversight. 

Finally, fundamental ethical questions remain. Artificial intelli-
gence devices can quickly turn racist as they process embedded  
information and their explicit and implicit biases.1 This raises 
issues about the transboundary effects of national (state and 
non-state) efforts to set standards, and and the differential 
interests of users – insisting on ‘privacy’ on the one hand, but 
also demanding ‘ease of use’ on the other. Lastly, it raises the 
ethical question about the nature of public policy: what kind of 
expertise should be prioritized? 

In sum, the question of how to deal with the regulation of algo-
rithms returns us to the underlying normative position  
established by Harald Laswell in his call for an interdisciplinary  
field of ‘policy analysis’, namely the need for a population with 
knowledge of and in the policymaking process. How, therefore, 
the regulation of and by algorithm in the area of public service 
is pursued is of critical importance for the study and practice of 
risk and regulation.

1  www.theguardian.com/technology/2017/apr/13/ 
ai-programs-exhibit-racist-and-sexist-biases-research- 
reveals; www.bbc.co.uk/news/technology-39533308b
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