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1. Introduction

Special attention has been given in the field afetlgpment economics to understanding
the sources of economic growth. Solow (195&ho was the first initiates the concept of
the residual in a standard production function gtes the most influential study in the
theory of economic growth. In the Solow approadble, teal sources of technical change
over time are considered to be disembodied to mtomlu inputs, implying that
technological improvement over time is not includedhe inputs of labour and capital.
Because of this feature of the Solow model, thé searces of technical change are
considered to be exogenoushe “new” growth theory relaxes a crucial assumptof
the neoclassical theory regarding the diminishieiyims to capitalsuggesting that the
determinants of growth are endogenous rather thagemous. In the endogenous growth
theory, technical change — the paraméter the Solow aggregate production function- is
not anymore a measure of our ignorance; insteads #mbodied in the factors of
production and it is subject to an interplay betw#e structure of the economic system
and the production process. From this respecthteahimprovements can be enhanced
within an increased variety of capital goods ofmta higher level of human capital and
certainly these factors cannot be considered (Aghiad Howitt (1998)) as independent

from factors of production. In the same line ofuament, classical ideas of learning by

2 It should be mentioned that Solow (1957) was hetfirst one that tries to tie an aggregate pradoct
function; this attempt is also documented in Tiigleer (1942). However, Solow was the first that littks
idea of growth with the estimation of an efficierqmarameter.

® The initial formulation of the Solow model@ = AF (K, L,), whereA is a Hicks- neutral technical

parameter. Any shift of this parameter over timécisstless”- this highlights the feature of a diserdied
technical change- and can increase output. Thiwhig parameter A is referred to as the “Manna of
Heaven”. In a more realistic setting, the abovemidation gives the opportunity of an econometric
estimation regarding the contribution of the off@ctors in shifting technical change over time. tienl
(2000) provides a short biography about the fortmaand various considerations exist in the ltier
regarding the modeling of parameter A in the Sohoadel.

* The neoclassical theory assumes that capitabjgesito diminishing returns and given the assuomptif
identical preferences and technology across camthien poor countries tends to grow faster redativ
rich ones. Baumol (1986) fails to document thisdpron of convergence emerges in the neoclassical
theory. This failure is that gives a strong insfiina on the development of the endogenous growdbrh
Under the assumption of diminishing or constanimret, an assumption of convergence toward to lang r
steady state equilibrium at the natural rate carbetmade. This finding implies that investment is
important for growth and thus it can be viewed asogenous (Thirwall (2003)). Investment can be
associated as mentioned above with a bigger vanétgapital goods and thus more technologically
advanced and it can be linked to a more generahitieh of capital like human capital. The pioneer
endogenous growth model are developed by Luca&8{l#hd Romer (1986,1990).



doing can be accommodated in the endogenous thefigcting the fact that the

accumulation of knowledge can be a plausible soofeEonomic growth.

One should not view these two theories as beingradistory to each other, instead the
new growth theory is a complementary frameworkhaf traditional growth accounting
providing a more insightful and systematic analysi®ut the sources of economic
growth across nations. Along with accumulation bfy/gical and human capital, some
new concepts have been added to the agenda of remorgrowth, with the most
prominent being those of innovation and trade. e®retical argument is that each of
these two activities enhance a significant amotipogitive knowledge externalities that
can act as promoters of economic growth. Neverslselempirical literature does not
always support the positive influence of thesealdés on growth - at least in the case of
trade (Romer and Frankel (1999)). This empiricabiguity stimulates further research
not regarding whether innovation causes traderbdetermining the precise mechanisms
through which trade and innovation can meaningf@ffect the rates of economic

growth.

The present study contributes to the literatureeadnomic growth, investigating the
determinants of growth of total factor productivihhenceforth TFP) in Greek
manufacturing industries. The investigation impleted within a concept of
convergence between a non-frontier country, whiclcreece and a frontier, which is
Germany. As it stands convergence represents thentpd of technology transfer
between countries with different levels of produityi Technology transfer is measured
by an industry’s relative index of TFP between Geeand Germany. The present
concept of convergence is not identical to thesitas idea off ando convergence met
in the cross-country growth literature (Barro aradaS-Martin (1995)). The difference is
that convergence, for example, is concerned with theiomship between a country’s
growth rate and its initial per capita income, whih the present study convergence
refers to industry’s TFP growth and its initial tdisce from the frontier. Similarlyy

convergence analyses the evolution of a growth umeasf cross-section dispersion



while here the focus is on the time-series relatgm between TFP in the non-frontier

and the frontier economy

The analysis of convergence from this differentlang an up-to-date theme in the
productivity growth agenda and based on a modéhily developed by Bernard and
Jones (1996a, 1996b) and it has been adoptedmmra informative measure of TFP by
Redding et al. (2005). Apart from these studiesth@r evidence for the empirical
validity of this convergence model is pretty rée@ceptions are a studies from Griffith et
al.(2004), Cameron (2005) and Khan (2006) that ttestmodel for a group of OECD

countries, for Japanese and US industries andréarch and US industries, respectively.

Despite the poor number of studies that analyse ddfiergence, the latter issue is of
special interest from a policy-making point of viesgpecially for the ongoing process of
European economic integration. A number of strattahanges have taken place in the
European Union within the last fifteen years, sashirade barriers removal, a common
currency Union, formulation of a common economitigyofor a number of issues, have
as final objective a successful and sustainablen@o@ integration across European
member states. A relatively more integrated Eurefout this type of constraints

minimizes transaction costs, risks and uncertangé/ing the opportunity to less

developed economies to converge in a more rapié pagards the economic level of

more developed EU economies.

The present study has three main goals. Firsthed@ks to enrich the literature of TFP
convergence using a lengthy panel from 1980-20@®tifying the speed of convergence
for a traditionally non-frontier economy like GreecSecondly, it provides evidence
regarding the impact of standard factors, such &b Rvestment, trade and human
capital on TFP growth of Greek manufacturing indast Thirdly, the present study
introduces some variables as potential sourcesaafugtivity growth that have attracted
little attention in the empirical convergence lieire. The chapter is organized as
follows: section two provides a review of the lgeme regarding the sources of TFP

® Redding et.al (2005) provides a detailed discusgégarding the similarities of the present conaépt



growth; section three presents an analytical fraarkvior the convergence scenario and
a discussion about the measurement of TFP; seftion presents the econometric
specification of the analysis and the main resudesition five provides a sensitivity

analysis to check for the robustness of the praldipdings and section six concludes.

2. Sources of Productivity Growth

A body of empirical work has examined the relatlopsbetween R&D-the principal
source of innovation- and productivity growth. Sagdthat confirm a positive effect of
R&D investment on productivity growth include Geities (1980) and Griliches
Lichtenberg (1984) among many others. This studss evidence either from firm or
from country level highlighting mainly the fact thdomestic investment can act as a
conduit for productivity improvements and cost retihns; however, studies by
Helpman and Grossman (1991) and by Helpman and(C285) address the issue to
what extent R&D investment initially conducted amlocan serve as a source of
productivity growth in other countries. Evidencevided by the above papers verifies
that gains from R&D are multifaceted. A country aget benefits from its own R&D
effort but at the same time can exploit positivél®gers by imitating R&D outcomes of
other countries. The debatable issue in the liteeategarding the influence of R&D on
productivity growth refers to the accurate mechanterough which gains from R&D

initially conducted abroad are transmitted acrassitries.

One of the most prominent scenarios is that for&&D is diffused to other countries

via trade. When a trade partner devotes substaeBalrces in R&D activities then the
importing country can have multiple benefits frorade; firstly, static gains are always
present representing increases in welfare duedadapsation but also dynamic gains are

derived from imitation of new technology alreadycarporated in the imported

convergence with the classical ideas @ndg convergence.

® Linking this argument with stylized facts at tmeliistry level, Spence (1984) assumes that firm’©R&
investment provides positive spillovers in the parfance of rival firms within the industry, leaditman
increase in industry’'s overall performance. Sirm#tausly, spillovers generate free-rider problems
affecting negatively the decision of a firm to isvén R&D. This feature of diminishing returns o&R is
more systematically explored in the sensitivitylgsia of the empirical section later in the chapter



commodities. For the dynamic effect to take plattagde should take place in raw
intermediate inputs rather than in final goods. @&@¥phave also some important positive
spillovers. Exporting provides a static benefit daexe domestic producers can exploit
economies of scale due to a larger market, whitenfa more dynamic perspective
exporting brings domestic producers in contact witkrnational best practices (i.e. this
effect is known in the associated literature asnieg-by-exporting), this set of gains is

very similar to those acquired from pure exercfdearning by doing.

As far as empirical evidence is concerned aboutatheve arguments, Keller (1998,
2000) analyses whether imports of intermediate t®ipoan trigger productivity
performance. The general finding of his studieghiat import penetration enhances
important positive effects for total factor produity growth confirming that import
flows incorporate effects from foreign R&D activityKeller's model concludes that
R&D stocks in the countries of his sample have ifigmt and positive influence on the
TFP level of the receiving country. As far empitiewidence is concerned about the
learning by exporting hypothesis, Clerides et 8898) and Bernard and Jensen (1999)
conclude that there is no evidence for such a lingsi$ at least after utilising firm level
data. This result is also found in Xu (1996) afieing country level dataA convincing
answer for the lack of evidence concerning theniegrby-exporting hypothesis is
focused on the causal nature of the two variafdlee.current research agenda addresses
the question whether exports improve productivitihjle, the causality might be true in
the opposite direction. In fact Clerides et al.98Pand Bernal and Jensen (1999) find no

" Kneller (1998) provides robust evidence aboutithgort-learning hypothesis however in his studyr¢he
is no evidence regarding the composition of importsat is imports enhances positive effects regasll
what sort of materials a country imports. In costr&neller (2000) certifies the same argument &bou
imports and productivity but also provide evidenfwe the composition of imported commodities
concluding that it does matter for TFP growth.

8 Evidence for industry level data for the exportimpductivity hypothesis is rather poor. A work abo
effects of exporting on productivity at the indystevel is in progress in another paper of the gmes
author. Some recent studies that they have anatheeidsues using industry data are Anderson (280d)
Fu (2004). Findings appear to be rather contradictbie former study finds positive exporting efteof
productivity growth for Swedish manufacturing inthes while the latter finds no evidence for Chimes
industries.



substantial effects from exporting to productiviyt they support a self-selection

hypothesis in which productive firms are those tietome exportefs.

In the discussion so far, special emphasis is gfeerthe role of trade as a technology
transmitter of foreign innovation (i.e. innovatitdmat is initially developed abroad). The
scenario regarding the contribution of R&D to protikity growth is incomplete if one
ignores the multi-faced role of domestic innovatidime standard impact of domestic
R&D is to accelerate the growth of productivity wen if this direct effect is weak,
domestic innovation ensures that the domestic engnbas the minimum level of
technical expertise and technologigabw-how to absorb technological advancements
form abroadf. This multifaceted role of domestic R&D is more teysatically addressed
in Griffith et al. (2004), where significant empial evidence is also found for a panel of
OECD countries regarding the potential of dome®&D to affect the absorptive

capacity of the domestic economy.

The discussion above relies on some stylized fadtaat literature highlights as sources
of TFP growth. Certainly, the sources of produtyigrowth are not limited only to the
variables of innovation and trade. The presentysaxdends the analysis including some
factors that reflect the structure and trends & dbmestic market, namely rigidities in
labour markets and the degree of concentrationinwitidustries. Obviously, it is not
claimed that the impact of these variables on Tth has not been addressed in other
studies, but the present study addresses the irop#uoese variables within a framework

of productivity convergence.

A flexible labour market allows resources to mowasily and costlessly within the

economy thus promoting efficient management of ueses, which might be a crucial

® Certainly, there are papers that find significaffiecct from exporting to productivity. The reasohyw
empirical findings diverge from each other lieghe fact that countries under study experiencedfft
level of development. This type of disparities explain to a large degree why in some studies there
positive knowledge spillovers from exporting whitesome other they do not. For instance in a highly
industrialised country very close to the internadiloa frontier there is little scope for knowledsgllovers
while in less developed country distance form toatier is quite large and thus the margin for sasal
knowledge spillovers are bigger.

19 A similar argument is made by Acemoglu and Ziltib¢2001) for human capital.



engine for positive productivity shifts. In the eliature there are various measures
regarding the regulation of labour markets. Scaapet al. (2000) provide a summary of
measures for the product market and employmentlaggn. This set of measures is
particularly useful in a cross-country context sinthey refer to differences across
countries, while in the present study this meagitminformative because any change in
the regulation affects all industries in the sanmeation. The present study uses the
minimum wage ratio to capture the effects of castigbour input, which to some extent
can be a disincentive for entrepreneurship and @se@flect the bargaining power of
trade unions, which in principal has a negativeeeffin the optimal allocation of
resources. Another domestic factor that affects the growftiproductivity is the level of
competition existing in the domestic market. Thdlakeown argument in economics is
that perfect competition is the ideal market stitetbecause it ensures an efficient
allocation of resources and produces the biggesuatof surpluses for both consumers
and producers. This argument is widely inferreda gmsitive link between competition
and productivity performance. Furthermore, Vickgr895) points out that innovation is
generally promoted more effectively in competitimarkets, implying that a share of the
efficiency gains can be devoted to innovative agtivThe productivity competition
relationship should be treated with special caneesiits empirical confirmation is not
always clear due to potential endogeneity betwdentivo variables. Nickell (1996)
mentions that if a firm is initially productive thieads the firm to gain a larger market
share in the long-run; however in his study thedente emerged suggests that market
power generates a reduced level of productivity amate importantly an increased
degree of competition is associated with rates [P Growth. This evidence cannot be

viewed as conclusive as there are studies, Ca@&¥)lamong others confirming that

Y This variable is only a proxy and thus it is likeb be incomplete and powerless to illustratettzdi
possible ways through which s stringent labor miagééects productivity. If labour legislation is ew
protective concerning workers then inefficient firoannot easily make reforms towards a more effficie
reallocation of resources (i.e. including firing gloyees), which might affect productivity of the olé
industry. In addition to this, entry of new firms $trongly discouraged due to this strict legistatiin a
similar argument, trade unions with strong bargejrpower sometimes are able to achieve collectagewv
agreements that lie far above the completive vafumarginal product of labour. As a result, workars
over —paid implying that financial resources areaded for labour costs while they could have besedu
to R&D investment or other projects that stimulpteductivity. Unfortunately, this type of ideas aery
broad and the current measure of labour marketitygis too limited to inform us separately whetlieese
effect exist, consequently the lack of more infdinea data especially at the industry level forcetas
“stuck” to the current measure of labour markeiditges.



efficiency in the market is independent from thgrée of concentration. Which of the
above arguments is consistent with Greek manufacgtudatd® is examined in the
empirical section followed together with a more teysatic consideration of the

endogeneity issue between productivity and conagatr.

3. Analytical Framework

Consider a countryJ[0,F], producing an output in industiyat timet. Production is
characterised by constant returns to scale andst#ke form of a Cobb-Douglas
production function:
Vi = A K L) 1)

Y measures value added and the inputs include tapitek K, labour L. Parameter A
represents a measure of technical efficiency inobbv manner, and differs across
countries and industries. In the empirical analysie efficiency parameter is
approximated by an index of Total factor produtyivfTFP). The above production
function is homogenous of degree one and exhilisngshing marginal returns to the

production inputs.

For the purposes of the present analysis, at angieat in timet, one of the countrigs
will have a higher level of TFP and thus this coymné specified as the Frontier economy
indexed byF, in the present empirical model this country igr@any and the follower
economy is Greece denotedjby.ater in the paper, the calculation of TFP leweticate
that this assumption is not arbitrary as it seeimsesthe TFP level in German industries
is higher than TFP level in Greek industries.

In Bernard and Jones (1996a, 1996A),, is primarily modeled as a function of either

it
domestic innovation or technology transfer fromfiloatier country. Therefore, a

general formulation of the efficiency parametan industryi of countryj is:

12 Tsekouras and Daskalopoulou (2006) already prostaiee evidence for the case of Greece, finding that
productive efficiency is unaffected from the degoée&oncentration in the market. The empirical evice

of this study, though, is focused on a smaller grotiindustries and for a shorter period compacethé
present chapter.



DA =V A ln(MJ )

Jit-
In equation (2) parameter represents the rate of innovation depending omistny-

specific factor while parametérdenotes the change in TFP with respect to teclyyolo
transfer from the frontier. As it stands the higlsethe gap in industryfrom the frontier

economy the greater is the potential for produttigrowth through technological
transfer. For the frontier economy, productivityogth depends only on domestic
innovation and thus the second term in the righmehside of equation (2) is zero for the

frontier economy

DAL= Ve ®3)

Combining equation (2) and (3) yields the follownagationship:

A J A
Aln| —= =y =V )+ A In| == 4)
(A,F,t § " ! A,F,t—l
Equation (4) can be view as an equilibrium cormctnodel (ECM) with a long-run

steady state relative TFP. Assuming that in thgdam,AIn (hJ =0, the steady state

JFot
equilibrium is given by:

A,j _Vii Vi
Aln(_Fj— p (5)

(]

Equation (5) states that in steady state equilibyicelative TFP depends on the rates of
innovation in the non-frontier econonyyin the frontier economy F and in the speed of
technological convergence between the two economidsrom equation (5) is also
implied that country remains technologically behind in a steady stgtelidrium, that is

Al

In[_ J<0 when y; , <y .. In words, the last two inequalities describe ihasteady

F

state equilibrium technological frontier counffyremains as such as long as the rate of
innovation in country is higher than the rate of innovation in country

A further issue regarding equation (2) is what e specific factors determining the
level of industryi’s innovation. As it stands in equation (g),, A ;, are the parameters

of the model; however, the propositions of the gaihwus growth theory, implies that
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there are particular factors determining these rpaters. Among factors that affect
Yii: A, are R&D, trade, human capital, rigidities indab market and the degree of

domestic competition.

Measuring Total Factor Productivity

As discussed in the previous section the measypeoaoiuctivity used in the present study
is total factor productivity (TFP). The calculatiah this index is based on a Tornqvist
index number approach as has been initially deeelopy Caves, Christensen and
Diewert (1982). This TFP index can be directly ded by a flexible translog production
function and it is superlative since it is a claggproximation of an arbitrary, twice
differentiable production function with constantums to scafé. From the Tornqvist
index, the TFP growth in industrys defined as:

Aie |l Y |- Liie |_ e Kis
'”[A,,-,H]"”(Yi,nj aLln(Lm—J ‘ aL)'”[Km-J ©

The notation remains the same as in the previott®ose wherg andt refers to country

and time, respectively. Outpiitis measured by value addddjs a measure of labour
input andK denotes capital stock. The input measures of equ@) are weighted by
their shares in value added under the assumptiaorgtant returns to scale. The labour

& ta
2

share is defined asa, = .Sector-specific deflators are used for value added

and investment in capital assets as these prolig€dECD-STAN*. The reference year
in the figures of TFP growth in equation (6) is %99

As appeared in equation (2) and (4) of the prevergdion, apart from industiis TFP
growth, another index is necessary to express indus TFP in Greece relative to

industryi’s in Germany. The relative index of TFP level &ided in a similar way as:

13 The OECD Manual (2001) provides an extensive dision regarding the different approaches used in
productivity measurement.

14 Data for Gross fixed capital formation, capitaflder, number of employees and value added deflato
for years prior to 1995 are taken from KLEMS datahan appendix provides a detailed summary of data
sources.

11



. Y . . K. .
In[A,J,t—llen[ I,]l—l]_aLln[Iﬂ,]t‘l]_(l_aL)ln( IJL—lJ (7)
A,F,t—l Yi,F -1 Li Fi-1 Ki Ft-1
where | and F are Greece and Germany and the labour share is d&fiwed as:

- ai,j,t—1+a1',FI—1

. 2

The construction of capital stock is based on adsted perpetual inventory method given
by the following formulaK; ;, =(1-9)K ., +1;;,-,, where the Greek lettér denotes
the capital depreciation rate, defined at the 1@%all industries and stands for the

investment in gross fixed capital formation. Théiah capital stock is given by the

following formula:

|-
— 'i,j,1980
Ki,j,1980_

, Whereg is the average growth rate in industiy/ investment over the
whole period and year 1980 is the first year witttadavailable in investment of gross
capital.

A common problem in industry’'s TFP comparisons ssroountries is the measure of
both output and inputs in a common currency, ingresent study though this does not
appear as a problem since OECD-STAN provides dataGfeece and Germany in a
common currency. Values for the whole period amveated into euros using the annual
exchange rate of the year that country enters d¢inemon currency union. Apart from
issues refers to measuring values in a common ruyrethere are some issues
concerning a consistent measurement of TFP indeduetivity is strongly procyclical
and thus it is affected by movements of the busiigsle, to take into account the above
effect, TFP indices are adjusted for capacity adtion. There are two main ways to do
these adjustments the first one is to include gleeatory variable of capacity utilization
in the empirical econometric specification, thigpagach is followed by Redding et al.
(2005), an alternative way is to adjust the caledacapital stock by an index of capacity
utilization as proposed by Dollar and Wolff (1998urthermore, the TFP indices in

12



equations (6) an (7) adjust the number of employeis average amount of hours
worked in each industty A necessary extension might be to adjust TFP falityu
differences in the labour input. This requires rration about the number of skilled and
unskilled workers as well as information about theages, unfortunately these data do
not exist for Greek manufacturing industries foe thhole period under study and thus
labour is measured as a homogenous ittpifter the adjustments discussed above the

final TFP growth index takes the form:

Ade ol Yo |- Ly | Kij,
'”{A,Lt_l}"”(viuj aL'”(ﬂ,“_J . aL)'”(mJ ©
I:i,j,t =h,;.L,, and Ki,j,t =u;, K,

where h denotes the average annual hours worked wamnotes the percentage of
capacity utilization. No industry-specific infornnat is available for capacity utilization
since data for this variable are reported for th®l manufacturing sector implying that
the business cycle affects all industries withincauntry in the same wdy This

adjustment is likely to affect productivity measments when comparisons occur

between countries.

Annual TFP growth rates of the aggregate manufexgigector for the whole period are
shown in table 1 along with the relative TFP lex&eek manufacturing sector is grown
on average by 1.72% in the sample period whileGeeman manufacturing experiences
clearly a lower rate of productivity equals to 244This preliminary table suggests that
the non-frontier economy has a higher productigtgwth as predicted by the theory.
The last column of table 1 verifies that Germanycasrectly assumed as the frontier
country since the TFP level in German industriealigays higher. Figures in the last

column can be interpreted in the following manr@mreek manufacturing is 22% percent

!5 Data for average hours worked in each industrytaken by the database of Groningen Growth and
Development Centre (GGDC).

6 Andersson (2001) documents that these differemight make an important difference in the measure
of TFP across countries and a similar argumentpjseared in Redding et al. (2005). Given that the
composition of labour is fixed across years, thek laf data for skilled and unskilled workers is effect
that can be tackled effectively in a fixed affeatdrl in the econometric specification.
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as productive as Germany in 1980, while in the lgsdr of the sample Greek and
German TFP levels are very close. Data reporearavidence of convergence, as it is
also confirmed in table 2, where relative TFP valaee reported by industry at the
beginning and at the end of the sample period. drttg industry in which Greece has a
TFP advantage in 1980 is machinery and equipmeii¢ Wie remaining industries, at the

end of the period have covered much of the prodigtgap. Interestingly, the Greek

industries of food, petroleum, other mineral praduand other transport equipment are
more productive than their counterparts at the yasr of the sample. The econometric
analysis of the next section investigates whetherotential of technology transfer is a

source of productivity growth for Greek manufaatgrindustries.

Table 1 Growth Values and Relative Levels of TFP

Year TFPGgemany TFPGoreec RTFP
1980 22.20%
1981 -0.20% 14.10% 17.20%
1982 2.40% 13.20% 15.80%
1983 3.00% 18.00% 21.00%
1984 2.30% 17.60% 21.30%
1985 3.30% 23.70% 24.10%
1986 4.90% 11.90% 25.00%
1987 -3.80% 6.50% 24.80%
1988 4.20% 24.10% 29.10%
1989 2.00% 15.60% 32.40%
1990 5.50% 9.90% 47.10%
1991 5.20% 15.20% 48.00%
1992 -3.90% 5.80% 43.90%
1993 3.60% 19.50% 45.10%
1994 5.50% 8.10% 44.00%
1995 -0.30% 2.80% 44.60%
1996 6.90% 10.20% 46.70%
1997 3.20% 0.60% 44.80%
1998 3.90% 10.20% 48.20%
1999 -0.90% 4.50% 52.30%
2000 6.30% 15.20% 55.30%
2001 2.40% 9.30% 60.30%
2002 1.10% 5.60% 67.30%
2003 -23.40% 10.40% 95.70%
Mean 1.44% 11.72% 41.10%

TFPG is an index of TFP growth adjusted for capacity utilization and hours worked

RTFP is an index of relative TFP level between Greece and Germany; figures displayed are the exponential

" Data for Capacity utilisation are obtained from@EMain Economic Indicators and provided on a
quarterly basis.

14



values of equation 7 in the text adjusted for capacity utilization and hours worked

Table 2 Relative TFP by Industry in 1980 ah2003

Industry 1980 2003
Food products, beverages and tobacco 5.74% 102.92%
Textiles, textile products, leather and footwear 4.51% 45.10%
Wood and products of wood and cork 4.50% 81.67%
Pulp, paper, paper products, printing and publishing 16.55%  139.04%
Coke, refined petroleum products and nuclear fuel 1.61% 301.47%
Chemicals and chemical products 4.93% 64.07%
Rubber and plastics products 7.57% 71.38%
Other nonmetallic mineral products 7.13% 119.81%
Basic metals 7.53% 60.75%
Fabricated metal products, except machinery and equipment 253.13%  54.81%
Machinery and equipment, n.e.c. 5.13% 33.06%
Electrical machinery and apparatus, nec 2.86% 67.44%
Radio, television and communication equipment 8.22% 83.02%
Medical, precision and optical instruments, watches and clocks  13.33% 56.13%
Other transport equipment 9.93% 175.31%
Manufacturing nec 2.55% 63.19%
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4. Econometric Model and Results

The present section specifies the econometric maplglied to estimate the sources of
productivity growth in Greek manufacturing indussi The formulation of the model is
principally based on the theoretical model alrepdgsented giving emphasis to the
catch-up process between industries across cosintiiee empirical convergence
equation is an equilibrium correction model (ECMdpresented by an ADL (1,1)
proces¥, in which the level of productivity in industry is co-integrated with

productivity in the frontier countrlf as follows:
INA,, =6 +BInA +B,InA +BINA_+a@,, (10)

wherew stands for all the observed and unobserved effeatanay influence TFP and it

is further decomposed as:

a)|,j,t:Zykzi,j,t—1+10i+dt+Q,j1 (11)

k
The summation in the right-hand side of (11) inelsiéll the observed factors affecting
TFP whilep andd stand for industry and year specific effects, eesipely. Assuming
that the long-run homogeneityl{ 5, = 5, + ;) holds in (10), then its transformation

gives:

|I’IAA1J-'t :,30+,32|nAA1F1 +(1_181)(|nAFt—1_InAjt—1)+cqih (12)

18 Further details about estimation issues of an ADL1) model can be found in Perasan and Shin (1997
and Hendy (1995). This application of an ADL moiteh productivity convergence framework is inityall
used by Bernard and Jones (1996a).
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In equation (12), the dependent variable is ingussr TFP growth in the non-frontier
economy- Greece- while the right hand-side inclushelustryi’s TFP growth in the
frontier economy and a term of technological gafwken country andF in industryi.
Substituting (11) into (12) gives a specificationwhich R&D, trade and human capital
influence the rate of TFP growth in the non-froneeonomy both directly and through
the rate of absorptive capacity. Finally, the pastalcture of the model should be taken
into account the existence of heterogeneous fathatsaffect TFP growth. After these

considerations, the estimable equation takes tlewimg form:

INAA  =p+ainDA L, +)Z, | J[_1+/1£In A'F“l}tuzi ] H{In 2'F l‘1}+e; 0 (13)

it
In (13) a captures the effect of TFP growth in the frondeonomy on the non- frontier
economy,/ indicates the speed of technological transfeincludes other factors that
have a direct effect on TFP growth such as: R&Bddér human capital, labour market
rigidities and concentration and measures the responsiveness of TFP growth after
changes in the level of absorptive capacity. Theerdavariable is an interacted term
between variables included ih and TFP gap. A more detailed description about the
definition of the previous variables as well asuess concerning data sources can be

found in the appendix.

Equation (13) is a fixed effects specification; teem g ; stands for time-invariant

industry dummies. A possible method to estimatg {430 use a least squares dummy
variable approach (LSDV), which is basically an Oifluding a set of dummy
variables. A potential problem regarding this apgitois that industry fixed effects might
be correlated with other covariates in the rightéhaside thus producing biased
estimates. Instead, a within group estimator avdlds problem by expressing all
variables as deviations from their sectoral meémghe present case, the size of the
panel indicates that the fixed within group estimatorni®re preferable than an IV-
GMM (Judson and Owen (1999)).

After missing two years required for the constrietdf some variables, the panel consists of 22syead
16 industries. This implies that the number of tiseeies units is bigger than the number of crostieses
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The estimation of a cross-section time series magtplires some assumptions regarding

the process evolved by the error tegm, in equation (13). Some of these assumptions

are not met in the present data and thus a motersgtic treatment is needed to provide
unbiased estimates. Firstly, the model allows foneteroscedastic error term across

sections, Var (g ) #Var(g ) for any industryi#k. Secondly, the model corrects for
correlation in the disturbance terms across sexticor (g g ) # 0 for any industryiZk.

Thirdly, the model controls for industry specifergl correlationCor (« @) # 0.%°

Table (3) reports results from a within group estion corrected for group wise
heteroscedasticity, cross-sectional correlation awtlstry-specific first order serial
correlation. Since industries are quite differensize, each observation is weighted by
the industry’s share in total manufacturing valaeled in the first year of the sample
period as suggested by Redding et al. (2005). Eperntent variable in all specifications
is the growth of total factor productivity in mamaturing industries for the period
indicated in the first row. In column (1), the dedent variable is regressed on the
contemporaneous TFP growth in German manufacturidgstry i, the TFP distance

(i.e.TFPgap = Iog(h) between Greece and Germany at yehimn industryi, a trade

it

variable and an interacted term of trade Wil gap.

and thus relying on Monte Carlo experiments coretlitty Judson and Owen (1999), the FE within group
estimator is a better choice than GMM.

% The software package used to estimate regressimosghout the paper is STATA 9. The specific

estimator used by STATA for a FE within groups moded for correction of the associated

misspecification errors is the Panel Corrected &teh Error Estimator developed by Beck and Katz
(1995).
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Table 3 Preliminary results - Fixed Effects Within-Groups Estimator for the Sources of TFP Growth
1982-2003 1982-2003 1982-2003 1981-2003 1982-2003

Period 1) 2) 3) (4) (5)
AlogTFR ., 0.088 0.079 0.089 0.106 0.085
(1.2) (1.08) (1.2) (1.46) (0.91)
log TFPgap 0.05 0.053 0.062 0.107 0.042
(6.36)*** (7.17)*** (4.70)*** (3.62)*** (3.13)***
log(Trade/X),,_, -0.037
(310)***
(Trade/ X), , ;*TFPgap 0.016
(333)***
(IMP/ X), -0.024
(2.42)*
(IMP/ X), ., * TFPgap 0.014
(2.97)***
log(EXP/ X} -0.016
(1.06)
(EXP/ X)), * TFPgap 0.089
(1.2)
log(R&D/VA), ., -0.011
(1.96)**
(R&D/IVA), , *TFPgap 0.804
(1.71)*
log(HCshare), ., 0.074
(1.65)
HCshareg * TFPgap -0.62
(1.02)
Industry Fixed Effects Yes Yes Yes Yes Yes
Observations 366 366 366 381 340
Number of sectors 17 17 17 17 16

Absolute z statistics in parentheses; * signifi@nt0%; ** significant at 5%;*** significant at 1%
Diagnostic Tests

R-squared 0.222 0.2425 0.2265 0.2455 0.1564
. 113.52 86.24 76.53 18.73
Wald chi2(4)-P value 0.00 122.870.00 0.00 0.00 0.0009

Notes All observations are weighted by industry’'s vahgded in manufacturing sector at period
1982; Estimates are based on a Fixed Effects witgimoup estimator corrected for

heteroscedasticity, cross-sectional correlation iaddstry specific serial correlation. Columns (1)-
(4) consists of 17 industries, however industryvehicles is omitted from all the forthcoming

specifications due to lack of data in R&D.

19



The positive and statistically significant coeféiot of the technological gap variable
indicates that the further an industry lies behimal frontier, the faster is the rate of total
productivity growth. The contemporaneous term of thFP growth in the frontier
economy has a positive sign although the coefftaemsignificant. Regarding the trade
variable the pattern revealed is very interestirige level variable carries a negative and
statistically significant coefficient while the eracted term of trade with thE-Pgap
suggests that trade plays an important role innelclgy transfer. The sign of the trade
variables are contradictory with each other andaiamnas such even if trade variable is
decomposed into exports and imports. Note that teths of exports are insignificant.
Colum (4) examines the influence of human capiteyH{Cshare.;) measured by the
share of workers with tertiary education in totabdur force and its interacted term
(HCshare.1»TFPgap). Results from this specification suggest that ldgweel of human
capital has a positive effect on total factor prdddty growth as normally expected,;

however, this effect is not significant at convenél statistical levels.

Column (5) controls for the impact of R&D on theogth of total factor productivity.
The pattern revealed is quite similar to the onerged from the trade specification in
column (1). The level term of R&D share appearshvat negative coefficient and is
statistically significant at the 5% percent levEhis negative pattern is likely to indicate
that expensive nature of R&D activity, which is srow risky and uncertain since it
needs time to implement R&D effort to pure produtyi gains. Nonetheless, the
interacted term is positive indicating that R&Dansity might have another role apart
from directly boosting innovation. This prelimingpgattern is consistent with the second
face of R&D, which stresses the role of R&D intéyén improving absorptive capacity.
Currently, this effect cannot be viewed as overwingg-but it is proved so in the next
specifications- given that the coefficient of théeracted term is marginally significant at
the 10 %.

Table 4 presents results from a specification inctviboth trade and R&D variables are
included along with their associated terms. In owiu(1), the autonomous technology
transfer as measured by the relative TFP variahb®sitive and statistically significant at

high confidence levels, confirming once again thabountry, which falls far behind the
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frontier tends to grow faster. Concerning the otlariables, trade level still has a
negative sign as in table 3. The interacted ternstils positive but not statistically

significant. The R&D level continues to be negatagit is in table 3 but now it turns up
with an insignificant coefficient. The interacte&B term is positive and significant at

the 5 % providing stronger support for the estimatetable 3. Column 2 introduces in
the model the role of labour market rigidities amwgth of TFP. As discussed earlier,
stringency in the labour market can be an obsthmlgroductivity performance from

many different aspects. These rigidities can be ebmw captured in the ratio of

minimum to median wage. Column (2) certifies thalbdur market rigidities have a
negative influence on productivity growth as theoraf minimum to median wage has a
negative coefficient and marginally significant velue is 1.88). At the same

specification, the autonomous technology trangfier the interacted term of R&D have a
statistically significant coefficient. Column 3 gents results from a specification that
includes a measure of domestic market concentrailote that data for this variable are
only available from 1993 onwards and thus the lergtthe panel is reduced by twelve
years. As already pointed out, the interpretatibtihe coefficient of this variable is based
on contradictory arguments. Industries with largarkat shares might experience
substantial monopoly power hampering efficiency afldwing for slack, while at the

same time a reverse argument suggests that whras fiithin industries dominate the
market, they start operating in a higher scale roflpction, a fact that can be proved
beneficial for overall industry’s productivity. Acading to column 3, the latter argument
gains support in Greek manufacturing sector siree lagged variable of domestic
concentration comes up with a positive coefficiédnetheless, this effect is not strong
because statistical significance lies far belowventional levels. The only remarkable
difference between specifications 1 and 2 is tle technology gap variable is
insignificant® likewise with the labour market variable while tinéeracted term of trade

with the technology gap becomes significant atlib® percent level.

2L Given that the period is now shorter, the insigaifice of the TFP gap variable is expected sincgyma
industries have already covered a big part of dleériological gap, eliminating noticeably the patdraf
technological transfer.
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Table 4 Benchmark Specifications FE-IV Estimates fothe Sources of TFP Growth

1982- 1993-
1982-2003 1982-2003 1993-2003 2003 2003

(2) %) 3) @ )
Within Group-  Within Group- Within Group-

Fixed Effects  Fixed Effects Fixed Effects 'V ' © IV-FE
AlogTFR ., 0.081 0.097 0.019 0.092 -0.042
(1.08) (1.31) (0.23) (1.31) (0.36)
log TFPgap 0.056 0.037 0.029 -0.047 0.210
(5.85)*** (3.31)** (0.78) -1.21 (1.01)
log(Trade/X), ., -0.027 -0.028 -0.04 (0.109) 0.133
(2.12) (2.33)* (1.71)* (2.13)* (0.27)
(Trade/ X), *TFPgap 0.002 0.002 0.021 0.045 0.184
(0.52) (0.48) (1.9) (2.40)* (0.27)
log(R& D/VA); ., 0 0.002 -0.001 0.013 0.067
(0.05) (0.3) (0.09) (0.83) (1.27)
(R&D/VA,,*TFPgap 0.916 0.984 1.023 0.924 -1.708
(2.06)** (2.35)** (2.53)** (2.10)** (1.27)
Min Wage/Median
( W ag o, -0.055 -0.069 -0.123 -0.365
(1.88)* (1.02) (2.62)%**  (2.13)**
logCR ., 0.022 -0.485
(1.49) (1.69)*
Industry Effects Yes Yes Yes Yes Yes
Observations 326 321 156 278 123
Number of sector 16 16 16 16 16

Absolute z statistics in parentheses; * signific@nt0%; ** significant at 5%;*** significant at 1%
Diagnostic Tests

R-squared 0.2376 0.2113 0.08 0.071 0.06
. 103.56 118.95
Wald chi2(4)-P value 0.000 0.000 29.30 166.40 122.52
14.443 5.872
Serial Correlation (0.0017) (0.028)
9.289 2.245
Sargan Test (0.10) (0.895)
Notes: All observations are weighted by industry’s valugded in manufacturing

sector at period 1982; Estimates in columns (1), (@ are based on a Fixed
Effects within group estimator corrected for heseedasticity, cross-sectional
correlation and industry specific serial correlati®pecifications in columns
(4) and (5) are IV-FE estimations. In column (4Qgp), the endogenous
variables are TFPgapg(Trade/X),, , (Trade/ X),,,*TFPgap andiogCR,,. The

instruments used are
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l0g(2£2) , log(A=E=4) | log(Trade/ X),,.,, log(Trade/ X ), , (Trade/ X),,TFPgap
A,J,t—3 A,],t—A
(Trade/ X),,.,*TFPgap , logCR _,andlogCR ., . The serial correlation test is based

on Wooldridge (2002); the null hypothesis is ndaegorrelation. The Sargan
test is a statistic for the validity of instrumerftdlowing the Chi-squared

distribution; in the current model n equals to 5 atearly suggest to accept
the null hypothesis that the instruments re valid.

A further concern regarding the econometric analys the present chapter is the
existence of substantial measurement errors. Tésept measurement of TFP controls
for some standard corrections suggested in theatitee of TFP measurement, such as
hours worked and capacity utilizati&nApart from the standard measurement errors that
might exist in the TFP variable, another issue Hrades in the econometric estimation
and needs special treatment is the potential emadtyebetween the left-hand side
variable and the right hand side variables in eqndgtL3). Note that the growth of TFP in

Ais

g1

the left hand side is measured Iﬂ{ }whereas the right hand side relative TFP

A,F -1

Jit-1

level is In[ J this indicates that shocks in the level of TFRauantryj at year t-1

affect both growth of TFP and the initial distarftem the frontier. This realization
enhances an endogeneity problem between the gaWitkRP and the TFP gap variable.
To control for this endogeneity problem as well t@s correct for any potential
measurement bias already embodied in the TFP mezasat, instrumental variable (1V)
estimation is considered. As instruments of TFP gapl can be used longer lagged
values of the TFP distance variable. In the prestrty, one of the central hypotheses is
to investigate whether there is substantial evideoc the trade-led growth hypothesis.
Nevertheless, the neoclassical trade theory idestihs determinants of trade flows
differences in the level of productivity across ewies; this proposition implies that the

link of trade with productivity might run in the ppsite direction. Therefore, growth of

22 There are some other issues discussed in thatliterabout potential bias in the measurement &f. TF
These are different types of workers in the measarg of labour input, the existence of price margs
and problems derived from double-checking. Somé¢hefn are unlikely to be addressed in the present
work due to lack of data availability, this is thase especially for different types of labour. e hext
section, it is provided a test for the bias capgtirem double-checking in the construction of THRis is

that R&D inputs, especially R&D personnel are sometdouble counted in the standard measure of
labour input. After extracting R&D personnel frohlrettotal number of employees in the TFP calculation
the TFP figures are almost unchanged.
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TFP in manufacturing industries might be viewedaasource of trade raising a similar
issue of endogeneity between TFP growth and tradenstruments of the endogenous
trade and relative TFP variables can be used khgirer order lagged values. The latter
can be considered as valid instruments as longhes dre uncorrelated with the TFP
growth error term in equation (13). The fulfillmesftthis requirement can be checked by
two complementary methods, the first way is to &weathether the residual in TFP
growth equation in (13) is serially correlated. Appropriate test for panel data serial
correlation is specified by Wooldridge (2002). Thest checks for autocorrelation in the
residuals assuming that the latter follows an ARpfbcess. The Wooldridge test shows
that it is not possible to accept the null hypothesd thus there is some evidence for
first order serial correlation in the mo#elGiven that, TFP gap is already expressed in
one-year lag then as valid instruments can be tisetland fourth order lags, TFPgap
and TFPgap, The second test applied refers to the validityinstruments under the
Sargan test of overidentifying restrictions. Thisstt computes a statistic for an
overidentifying restriction in which the number refgressors is smaller than the number
of instruments. Under the null hypothesis, the @quoas correctly specified and the set
of instruments is valid. Column (4) reports reswtter controlling for endogeneity in
TFP gap, trade and trade interacted variable. Tive &and fourth order lags of the
endogenous variables are a valid set of instrumastmdicated by the Sargan test (p-
value 0.10).

The results produced in columns (4) and (5) rely @r2SLS IV-FE estimation.
Specifications in columns (2) and (4) constitute fhreferable specifications of the
chapter and the main inference discussed laterhén chapter is based on thHém
Comparing results between the IV and the withinugeoestimator the main differences

emerges in the coefficient of the TFP gap. It isarty more statistically significant while

% The implementation of the Wooldridge test follotis standard procedures used to test for the ekiste
of autocorrelation in the idiosyncratic term. Eqoat(10) is initially estimated in first differensend then
contemporaneous residuals are regressed upon anéagged residual like a standard AR (1) modek Th
null hypothesis of the Wooldridge test specifieattthe coefficient of the lagged residual equab. 0.
Rejecting the null indicates that first order skeci@relation exists in the model.

24 gpecifications in (3) and (5) include the concatiin variable and from this respect should be more
informative; however, due to short series in cotregion variable, specifications in (3) and (5) ardy
indicative since the original panel is reduced Byygars.
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in column (4) turns up with a negative sign. In ttast the interacted trade term is now
informative about changes in TFP growth since thefficient is statistically significant
at the 5% level. The positive and statisticallyngigant pattern of the interacted R&D
variable is also maintained. The differences reagkddy an IV estimation suggest that
when one treats more systematically the endogeissties of relative TFP and trade,
then the role of autonomous technological transéems to be of not particular interest in
the movements of TFP growth. The indirect effedtdeghnological transfer has been
now reinforced indicating that technology transfexr accelerated when Greek
manufacturing industries have the appropriate lefebbsorptive capacity and trade
involvement in order to facilitate the technolodiadvancements of their frontier
counterparts. From this respect, trade and R&Dstment play a very important role in
TFP growth. This effect is somehow different frohe tresult documented in Khan
(2006), which finds that the coefficient of the @udmous transfer remains always
significant® even after treating it as endogenous, while tkterlatudy fails to provide
evidence for the role of trade and R&D as engied tmprove country’s absorptive
capacity. Results of the present study are comsistigh findings in Cameron (2005) and
Griffith et al. (2004) providing additional suppdd the argument that in general the role
of R&D is underestimated since traditional studeesphasize only the direct role of
R&D as a channel of innovation taking no noticehe second face of it in improving a

country’s ability to imitate foreign technology.

Finally, the strong and negative impact of labowarket rigidities persists on the growth
of total factor productivity in the IV estimatiomd it is even stronger compared to the
coefficient in column 2 (i.e. it is significant 8%). As already commented (footnote 10),
the current study cannot perfectly define a vadatblat captures all the institutional
factors that determine the level of stringencyaibpdur market. To the extent that the ratio
of minimum to median wage is more likely to reflébe bargaining power of trade
unions, then the outcome clearly pointed out fromgresent study is that trade unions in
Greece are quite powerful. This means that collectvage agreements determine an

actual wage that in some industries lie far abdwe ¢ompetitive level of marginal

% Although, this study documents that the effectaafonomous technological transfer is smaller after
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product of labour. In this context, a powerful gaghion can be also connected with a
protective employment legislation that has negasffects on the skill upgrading of
labour force. From this point of view, when firmsstto achieve a high level of dynamic
efficiency should recruit personnel that can adopghe new technological standards. If
legislation is too strict, firms do not recruit #aspeople from the external market,
instead they need to re-train the existing persotlmacquire the necessary skills, but
with wages already above the completive level, tamital training of the personnel
causes further increases in labour costs and thms fare unable to follow the new
technological changes (Scarpetta et al. (2006)s dGdnclusion cannot be directly drawn
for the Greek manufacturing sector since the vézialsed is not a pure measure of the
employment protection legislation (EPL); nonethglebe above arguments implies an
underlying process that might drive the negativati@nship between the minimum to

median wage ratio and TFP growth.

Summarizing the results so far, table 3 preseritkeage from a preliminary analysis and
shows clearly that as country falls far behindftioatier then it experiences a more rapid
growth of TFP. From the preferred specificatiortted chapter, table 4 (columns (2) and
(4)), the main message is that R&D matters moredontry’s absorptive capacity rather
than the direct stimulation of productivity growtBimilarly, labour market rigidities

have a negative impact on TFP growth. A positivieafis also documented for the
interacted trade variable in the IV estimatfoBefore proceeding with some sensitivity
tests about the robustness of the current resultsetul task is to interpret the absolute
coefficient of the TFP gap variable. Emphasis iggito coefficients in column (1) and
(2) in table (4), where the speed of adjustmert.@6 and 3.7%, respectively. These
coefficients imply that the catch up process in theeek manufacturing industries
towards their German counterparts is rather slowis Targument becomes more
transparent taking into account findings from otlstudies regarding the above

coefficient. Particularly, in a very similar specétion as it is table 4, Cameron (2005)

controlling for potential endogeneity.

%8 The fact that the interacted trade term is negaitivthe within groups estimator column (2) liestba
fact that trade measure includes both imports argdorés components and this yields somehow
contradictory patterns. Running regression in colun including only the import share as indicatér o
trade the sign of the variable is positive, stibtigh it remains insignificant.
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finds that the speed of adjustment in Japanesesinds towards their US counterparts is
6.3%, while, Khan (2006) reveals a speed of adjestrof French industries towards US

counterparts in the order of 6.5%

5. Sensitivity Analysis

Several issues are involved regarding the resuiisepted in the previous section. After
controlling for potential endogeneity in key valiedy the new estimates reveal that the
major change in the pattern of the results is thatcoefficient of autonomous transfer
losses much of its statistical significance white tinteracted terms are significant in
almost all the IV specifications. However, endoggne not the uniform problem of

measurement that might be present in the presemtoetetric specifications, several

measurement problems might exist regarding eitltd® ®r some other variables. Apart
from measurement errors, some results obtainedeadn@vcontradictory to the theoretical
expectations and therefore some further analysexjisired to check whether the findings
of the previous section yield a particular struatyrattern or simply reflect a problem in

the definition of specific variables. The preseatt®n conducts some sensitivity tests

seeking to test for the robustness of the resulégjuation (13).

Tables 3 and 4 are unable to reveal any significapact of trade on TFP growth. This
finding is in opposition with propositions of endwwmus growth theory but it also
diverges from findings in other empirical studi@® analyse further this result, two
points should be taken into account, firstly mamgpbkasis is given to the idea discussed
in the introduction regarding the strong similarditgtween the concepts of learning-by-
doing and learning-by-exporting. If these two pss®Es have many common features
then learning-by-exporting might be described maecurately by a non-linear
relationship. Going back to the seminal work ofddwr(1962), the key point suggested is

27 Appendix provides a formal unit root test for &iaarity to test whether the model specified inid@
good approximation of an equilibrium correction rabd
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that learning-by-doing is an accumulated produat)gferience and as such is subject to
diminishing returns to scale. Accepting that dymag&ins from exporting are at work
but they are not infinite implying that after atical threshold further increase of export
activity is unable to provide significant benefit$Secondly, models developed by Young
(1991) and Chaung (1998) emphasize the boundedenatuearning induced by trade.
The latter studies suggest that learning by tra@ngitically determined by the pattern
of trade (i.e. the types of goods traded) anddbatity of the trade partner.

Appendix 3 replicates specifications (2) and (4)aifle 4 after controlling for a non-
linear relationship between trade and TFP growtlwal as for a bounded nature of
trade. Specification (1) presents results froguadratic term of both trade share and the
interacted term. The negative sign of trade stmsdiminated while the interacted term is
now appeared with a negative impact. However, tlestenates cannot be viewed as
informative since coefficients are far from statiglly significant levels. The remaining
specifications of the table shows results from adgatic term of imports and exports
share considering both a within —groups and andt¥hmtor. In the IV estimation, the
instruments used are the second and third lagseoéhndogenous variables, and second
the third lags of the R&D share. An interestingntos that there is a weak evidence for
the bounded nature of learning induced by tradspecifications (2) and (4) for the
reason that the quadratic share term is positivk statistically significant at the 10%
level (t-values are 1.7 and 1.92 for the import ergort share respectively). This can be
viewed as evidence of a non-linear relationshipvbeth dynamic import and export gains
and TFP growth. Nevertheless, these non-lineartioakhips cannot be viewed as
overwhelming both because the coefficients of trem@ables are statistically significant
only at thel0% and because after controlling fasiiale endogeneity, the coefficients of
the quadratic trade terms are changed back toimedgablumns (3) and (5)). Note that
the interacted terms are in all specifications vatatistically insignificant coefficients.
Specifications (6) and (7) refer to estimates whee only with G7 countries is

considered. The ratio used is the sum of impoxpdes) to G7 over the total amount of

% Similarly, the argument can be at work from theerse side, exposure in international markets does
ensure automatically learning benefits: insteagoeters need to reach a crucial threshold aftechvtiiey
can start experience substantial knowledge gaoms &xporting
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imports (exports). The rationale of this speciii@atis based on the idea that these
countries are clearly more technologically advantteth Greece and thus increases in
trade involvement of Greek industries with them @rhance significant knowledge
spillovers. This specification does not offer angight for the hypothesis that the identity
of trade partners can generate positive learnimaclkshthat stimulates TFP growth.
Overall, there is a weak evidence for a non-lirretationship between trade components
and TFP growth, which disappears as IV estimatsoapplied; while learning effects do

not depend on the identity of the trade partners.

A further check of robustness involves the measargmf R&D. The previous section
relies on a flow measure of R&D; however, it seemasonable to assume that
knowledge is an accumulated process rather tharea-®ff effect . Therefore, R&D is

also measured as a stock variable obtained bytéhdard inventory equation:

RDstock, = (1- d)RDstock;,_, + RDexpenditure,

RDstock;.; describes the accumulated stock up to peribéind RDexpenditure denotes
the expenditure on R&D conducted by industrgt the current year. The initial R&D
stock in industryi is calculated using a benchmark equation propdsedsriliches
(1981), which is identical to the formula applieddalculate benchmark physical capital
stock previously. A standard dilemma encounteredthi@ calculation of the above
equation is a plausible assumption about the degi@e of the R&D stock. The present
measure assumes a rate of 5%, admittedly this gégums an arbitrary one; although, it
will make no difference in the qualitative pictuoé the econometric results if it is
assumed a rate of 10 or 2.5 percent. One of thastalesults of the previous section is
the positive coefficient of the R&D share interacteith the TFPgap. This positive
coefficient associates R&D investment with techgglotransfer. An alternative
interpretation of the interacted term indicatest tbauntries lie far behind from the
frontier conduct initially little R&D and thus marmgl productivity of R&D at the early
stages is quite high (Griffith et al. (2004)). TlEsggument implies that R&D might be

also subject to non-linearities.
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Appendix 4 replicates benchmark specificationsatileé 2 by using a stock measure of
R&D to check whether a stock measure is more inftie and to check for possible
non-linear relationship between R&D and TFP growihe pattern revealed from a stock
measure of R&D does not provide any change in e of R&D indicating that
estimates of table 2 in the previous section abeigbto alternative measures of R&D.
After controlling for a quadratic term of R&D shaie columns (3) and (4), no
differences arise from the previous specificatiorsjggesting that in Greek

manufacturing industries R&D might not be subjeatliminishing returns to scale.

The last test of robustness of the main resultsrsetio the measure of the frontier. A
crucial question is to what extent results are ifgasto a different definition of the
frontier country? From tables 1 and 2 and the egmtoc analysis (Appendix 1) during
the sample period Greek industries converge towHrdsTFP level of their German
counterparts and at the last year of the sampled@te productivity was very close to
that of Germany (it is about 95%). This patteriikely to indicate that as approaching
the end of the period under study the potentiaéafinology transfer becomes small since
the gap between countries has almost closed. Tokcohbether results are unaffected
when productivity differences between the non-fieménd the frontier country remain
meaningful even at the end of the period, Franeesésl as an alternative measure of the
frontier country (Appendix 5). To provide a closengarison with the results already
obtained, specifications (2), (3) and (4) are tgied from table 2.

The TFPgap variable is always positive and sta&Byi significant apart from the

specification (4). However, the speed of adjustmehen France is considered the
frontier seems to be higher than it is with GermaRgr example the coefficient of

TFPgap in column 2 of table (2) is 3.5%, while nibws 5.6%. This result is reasonable
taking into account that on average TFP differetete/een Greek and French industries
are higher than those between Greek and Germastieis Therefore, the potential of
technology transfer is higher in the former case laence the TFP growth rate is higher.
Trade share maintains a negative sign likewiseogsdwhen Germany is the frontier
country. The only difference emerges in this taldethat the trade share is now

statistically insignificant in all specification¥he same insignificant pattern applies for

30



the interacted trade term. Interestingly enough, R&D share turns up with a positive
and statistically significant coefficient. This fgh is consistent throughout all the
specification in table and it is the only importashfference compared to estimates
obtained for R&D shares when Germany is used afdinger country. In the same line
of argument, the second face of R&D appears nobetmformative regarding its effect
on growth of total factor productivity. This ressliggests that the second face of R&D is
not anymore present when the Frontier country en€& while a positive and strong
direct effect of R&D is documented at least in Within group estimator. This finding is
not consistent with the suggestion of Acemuglu 80hd Cameron (2005), who argue
that the importance of R&D as a country falls fehimd the frontier is to improve the
country’s absorptive capacity rather than to hawkrect effect on productivity growth.
The minimum to median wage ratio is always nega#imd statistically significant at
conventional levels from estimations using the whmhnel (columns (1) and (2)), while
it remains negative but insignificant when the tlpanel is considered (columns (3)
and (4)). As far the concentration variable is @ned it is appeared to be no
informative concerning TFP growth; it has a positsign in the within groups estimation
and marginally significant at the 10% level whiléurns up with a negative coefficient in
the IV estimation. Overall, considering France rastier country, results tend to be less
significant about the other sources influence TE®vth. The main force drives TFP
growth is captured within autonomous technologtcahsfer and the contemporaneous
term of French industries’ TFP growth. This patteymeasonable given the fact that at
the end of the period, Greek industries yet falhibeé compared to their French

counterparts and thus the potential of technolddiaasfer is still quite high.

6. Conclusion

The present study analyses the crucial issuesagfugtivity performance, which is an
vital issue strongly related with improvements obmomic welfare. Productivity growth
in the present chapter is analyzed under the getieyme of TFP convergence, which
has been a recently development in the researamdagef productivity analysis. The
current study contributes to the TFP convergerieealiure by providing evidence from a

non-frontier country, which is Greece and a frantteuntry, which is Germany. The
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empirical evidence refers exclusively to two Eumpeountries and this is something
new in the literature since most of the empiricaidence so far compares TFP
performance of a non-frontier country (still deyetd), with United states. In a more
general view, this pure intra-European comparismmstitutes a central issue of the
European economic integration, given that manycpsdi seeks to narrow the gap
between the core and peripheral countries of EUis€guently, it is useful for the policy
maker to be aware of the factors that stimulatelpctvity growth and thus to design the

appropriate policy devices in order to promote picivity over time.

The results obtained from the present study reggrthe sources affecting productivity
refer exclusively to Greek manufacturing industrieswever, more general lessons can
be learned from the present analysis and be caesides compatible to other European
countries that experience the same level of devedop and perhaps the same economic
features with Greece. The first finding of the stiglthat there is a convergence process
at work during the sample period. In the beginmfighe period, on average the Greek
manufacturing industries are 10 % productive ag tBerman counterparts while at the
end of the period Greek industries have almosteclitss gap. On average, Greek
manufacturing industries experience faster ratesTEE® growth indicating the well-
defined argument that countries fall behind tendgtow faster. Examining more
systematically the current evidence the econometralysis in most specifications
confirms that the higher is the TFP gap the fasterate of TFP growth, while variables
of special interest are the interacted terms afetrand R&D with TFP gap. Especially,
the R&D interacted term maintains a positive anaktigically significant pattern in
almost all the specifications carried out in themier. This finding suggests that trade
and R&D have no direct effect upon productivity ingtead they stimulate growth in a
more indirect way assisting the domestic indusiryriprove its absorptive capacity. This
result indicates that the role of R&D should notupelerestimated and clearly policies in
favorable to firms that conduct substantial R&Doeffshould be in practice. On this
basis, economic agents and entrepreneurs showdd/die that a positive direct effect of
R&D might not be always feasible, nonetheless eifegou cannot produce new
technological products, investment in R&D helpsldsveloped countries to be effective

users of technological products already develofedaal. In the same line of argument,
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trade exposure might not have direct effects bug ¥ery likely to improve country’s

absorptive capacity. Benchmark specifications testly reveal a negative coefficient
of trade share contradicting to propositions of agahous growth theory; such an
empirical finding poses a crucial question regagdihe precise relationship between
trade and TFP growth. A sensitivity analysis shawsak evidence for the non-linear
terms of import and export shares indicating thasitpve effects from learning by

importing (or exporting) are not infinite. Instedthere is a critical point at which the
knowledge potential has been exhausted and thukefuexposure is not any more
beneficial. In general, Greek industries seemaonlenore from importing than exporting
since in the preliminary specification of the paple import interacted term is always

positive and statistically significant while theéeracted exporting term is insignificant.

Two new variables are also added in the analydilecteng the impact of domestic
conditions on TFP growth. The ratio of minimum wagemedian wage is consistently
negative and in almost all the specifications gnsicant. The concentration index is
insignificant but after controlling for potentiah@ogeneity with TFP growth, the result
tends to be compatible with the view that monopialigractices in the market are not an
obstacle for efficiency but dominant firms expledonomies of scale and thus industry’s
overall productivity growth is affected positivelyhe most interesting field for policy
making implications can be derived from the varabt labour market rigidities. Before
one states strong conclusions should be aware tiigatmeasure of this variable is
incomplete, in a sense that it is likely to refleetrry particular effects and thus more
generalized conclusions might lead to mistakenrpnéations. Given that in Greece the
wage determination is based on the unionizatiorthef labour market, the present
negative impact of the associated variable on TERvil indicates that trade unions
experience strong bargaining power achieving colleovage agreements that in some
industries correspond to actual wages above thgettiwe level. Certainly, this practice
neglect financial resources from other activitiesnaerning training of personnel,
adjustment and use of new technological technieies Further arguments should be
also done but with some caution; the negative impathe labour market variable might
refer to a very strict employment, which does rtivwa employers to adjust their work

force effectively and quickly. On this basis, inefnt firms remain as such for a long

33



period of time, simply because the existing legisfadoes not provide them with the
appropriate legal frame in adjusting their labaysut in a way that leads to an efficient
reallocation of resources. After all, the questemerged is what it should be an
appropriate policy reform within the labour markerorder to stimulate productivity
growth? An insightful discussion of this issue &/bnd the scope of the paper but easing
the stringency in Greek labour markets will cetiaihave a positive impact on TFP
growth as already suggested in Scarpetta and Ti(@88®). In order to do so, legislation
should give to firms the ability to hire the persehneeded from the external market
without legal rigidity or structural changes shotddke place in the salary schemes to

ensure equivalence between actual wages and pradulsvels.

After this study, there are some issues remain ploeed and definitely need further
investigation. Two paths for further research tat strongly related to the current work
are to quantify the direct impact of foreign R&D domestic TFP (Coe and Helpman
(1995) and Kneller (2000)) and to asses whethepétiern (i.e. type of goods traded) of
trade really matters for TFP growth. In additionthese, future research should address
issues such as the impact of FDI and firm dynamic3 FP growth. Both of these factors
can be conduits of various positive spillovers thabst productivity performance. The
presence of multinational companies in the domesticket is a channel that can diffuse
technigues and new ideas increasing thus the fate® growth. Simultaneously, entries
(exits) in (from) the market as well as factors tthdve this type of movements constitute

core issues of the current productivity resear@ndg (Scarpetta, Tressel (2038))

2 Another study is in progress investigates howotaichannels affect productivity growth paying splec
attention to exporting, entry and exit of firms dR&D investment.
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Appendix 1
Total Factor Productivity

The main source of data used in calculating TFPECD-STAN. Variables used are
Value added (VALU), Value added Volume (VALUK), Lalr compensation of
Employees (LABR),Employees (EMPE), Gross Foxed @apiormation (GFCF), Gross
fixed capital formation volume (GFCFK). Full dataries for Greek industries are
available only for the period 1995-2003. Prior hgstperiod STAN reports data only for
value added and labour compensation. Data for ¢hsaining variable for the period
1980-1994 are taken by EU KLEMS project run by @Gigan Growth and Development
Centre (GGDC). Data for hours worked on each manufeng sector are taken by
GGDC 60-Industry database. OECD-STAN provided & diaita series for Germany
during the whole period, for years before 1990 dafar to West Germany. Missing
values in GFCF and GFCFK for German industrie2fa®3 are filled with values taken
from EU KLEMS- GGDC database.

Trade

Values of imports and exports for Greek manufaotuindustries between 1995-2033
are provided by OECD-STAN (release 05), while datehe period 1980-1994 are taken
by OECD-STAN (release 01). Trade share is the sdimmports an export over

production in nominal values. Trade data are nélatil into real values due to lack of

appropriate deflators.
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Research and Development

Data for R&D expenditures and R&D personnel areetakom OECD (Main Science
and Technology Indicators, releases: 13r2-13r3 H&i 7r2-16&17r3). Data series for
both variables starts from 1981 and they have nmaisging within year intervals. To fill
in missing values, the STATA routine interpolatimmction is used. This considers that
R&D expenditure is a positive function of time. vRaata are in current Euro prices.
Nominal values are deflated by an R&D price indewhich is defined
as:PR=0.5(Al +WAI ), where VAl is a value added industry specific deft and WAI

is a nominal manufacturing wage index, taken byerimtional labour Organization
(ILO). The above definition of R&D deflator is gindoy Coe and Helpman (1995) and
implies that half R&D expenditures are labour codtise level measure of R&D is a
share of real R&D expenditure to real value addéiena complementary measure is
also considered referring to R&D stock since thénnbext for more details. Data on are

obtained by

Human Capital
It is measured as the share of workers with tgréaiucation over the entire labour force.

Data for educational enrolment by level and foolatforce are taken by UNESCO.

Concentration Ratio

An ideal measure for industry’s concentration i® tHerfindahl-Hirschman index;
however, its calculation requires specific inforioatfor the whole number of individual
firms in each industry and such a dis-aggregate skitis very difficult to be obtained for
Greek manufacturing firms. Following a methodolgggposed by Schmalensee (1977)

the concentration index is computed as:
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CR= (AS. B A??:ll)z(nf _1) +h; h= nl(Asl)z + (n— nl)(ASZ)Z

where AS and AS are the average market shares of the five larfyess and the
remaining firms of the industry, respectively. Usmandn; to denote firm population
and group of largest firms in the industry (i.ethe current case this is five) the above
index is easily computable. Schmalensee (1977)iderss Herfindahl-Hirschman index
as the ideal measure and after comparing twelvsilgessurrogates concludes that, the
above index is the second best alternative. Masketre of the top five firms in each
industry is calculated using information of totakats in monetary values provided by
ICAP. The latter is a private Business Informatsod Consultinggompany that reports
financial data for Greek manufacturing firms. Dased in the present study are reported
from the annual financial directory of Greek mamtifiaing Sector and they are only
available from 1993 and onwards.

Appendix 2

To obtain a more formal test of convergence forheaustry the methodology of
Bernard and Durlauf (1995) and Bernard and Jon@36(h) is followed. In the present
framework a Greek industiyis said to converge towards its German countergathe

TFP gap (i.eTFPgap=In(A¢,)-In(A ;,), i=1,..N ) variable is stationary. A test of

stationarity is developed by Kwiatkowski et al.(29%r KPSS for brevity. This test
differs from the standard Dickey-Fuller and Perumit root tests by having a direct null
hypothesis of stationarity. The null hypothesigted KPSS test is implemented for both
trend and level stationarity. As it is appearedath columns of the table below the null
hypothesis of stationarity is accepted in all irtdas. Equivalently, this suggests that for
all industries in the sample convergence is at woHe fact that it is possible to accept
the null hypothesis in all industries indicatestttlata of the current study support the
formulation of an equilibrium correction model (EGCMs specified in (10). The

economic content of the observation is that forustdes where TFP gap is not
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stationary, the long-run average productivity gtowtould be different (Bernard and
Jones 19996a).

Unit Root Tests

Industry Trend Level
Food products, beverages and tobacco 0.154 0.391
Textiles, textile products, leather and footwear 150. 0.391
Wood and products of wood and cork 0.148 0.394
Pulp, paper, paper products, printing and publigghin 0.143 0.395
Coke, refined petroleum products and nuclear fuel 149 0.391
Chemicals and chemical products 0.15 0.386
Rubber and plastics products 0.148 0.392
Other nonmetallic mineral products 0.136 0.419
Basic metals 0.148 0.402
Fabricated metal products, except machinery angeugnt 0.139 0.379
Machinery and equipment, n.e.c. 0.145 0.369
Electrical machinery and apparatus, nec 0.157 0.387
Radio, television and communication equipment 0.15 0.4
Medical, precision and optical instruments, watcéyed clocks 0.144 0.154
Other transport equipment 0.2 0.395
Manufacturing nec 0.158 0.396

Notes Null Hypothesis in both columns is that TFP gapsiationary or equivalently that each industry
converges

Critical Values are taken by KPSS (1992) for tretationarity are: 2.5%:0.176;1%:0.216

Critical Values for Level stationarity are: 2.5%&04; 1%:0.739

The maximum lag order of the test is derived byla provided by Schwert (1989). The Schwert ciater

for the current test chooses 8 as maximum lagalfindustries.

38



Appendix 3 TFP Growth and Bounded Learning

1982-2003 1982-2003  1982-2003  1982-2003 1982-2003 1982-2003  1982-2003
) @ 3) @) ®) 6) %
Estimation (\sl\r/:)tﬂlpns Within Groups v (\s/\r/:)tm)ns v (\S/\r/(l)tm)ns Within Groups
AlogTFR ., 0.097 0.092 0.088 0.095 0.089 0.07 0.06
(1.35) (2.29) (1.12) (1.31) (1.28) (0.85) (0.77)
log TFPgap 0.045 0.041 0.004 0.045 0.009 0.013 0.012
(4.03)*** (3.66)*** (0.12) (4.19)**= -0.32 (0.72) (0.74)
log(R& D/VA); 0 0 0.009 0.001 0.003 0.008 -0.002
(0.02) (0.03) (0.5) (0.11) (0.21) (1.45) (0.32)
(R& D/ VA, ,* TFPgap 0.507 0.632 1.079 0.594 1.028 1.366 1.142
(1.3) (1.58) (2.18)* (1.52) (2.42)* (3.24)* (2.68)**
log(Trade/ X ), ., 0.014
(1.34)
(Trade/ X)?;, *TFPgap -0.001
(1.67)*
|09[N&#W\7\?:gejﬂ -0.054 -0.05 -0.101 -0.054 -0.101 -0.13 -0.144
(1.86)* (1.70)* (2.99)* (1.87)* -1.6 (4.25)* 4.77)*
(IMP/ X)? 0.008 -0.004
(1.70)* (0.16)
(IMP/ X)?,_,* TFPgap 0 0
(2.35) -0.69
(EXPG7/X )4 -0.006
(0.74)
(EXPG7/X), ., * TFPgap -0.081
(2.01)
(IMPGT7/X), ., -0.028
(2.93)*
(IMPG7/X),,, *TFPgap 0.007
(1.13)
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log(EXP/ X )2, , 0.003 -0.004

(1.92)* -0.15
(EXP/ X)Z,H*TFPgap 0 0
(1.04) (1.12)
R-squared 0.2039 0.22 0.05 0.215 0.09 0.26 0.24
Observations 321 321 278 321 278 231 231
Number of sector 16 16 16 16 16 16 16
z statistics in parentheses; * significant at 10%; ** significant at 5%; *** significant at 1%
Diagnostic Tests
Wald test: P-value 107.10 101.8 128.41 10133 166.53 53.56 49.24
' 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Serial correlation; P-value 15.110 13.194
' 0.00 0.00
6.630 8.358
Sargan Test; P-value 0.2496 0.1376
NOTES: All variables are weighted by industry’s valuelad in manufacturing sector at period 1982; Estat (1), (2), (4), (6), and (7) are

based on a Fixed Effects within group estimatorexied for heteroscedasticity, cross-sectionaletation and industry specific serial
correlation. Specifications in columns (4) andd4E9 IV—FE estimationsSpecifications in columns (2) and (4) are |V-FHreations.

Instruments are the same as in table 4.

Appendix 4 TFP Growth and R&D Stock

1982-2003 1982-2003 1982-2003 1982-2003
(1) @ 3) (@)
Within Group-Fixed Y, Within Group- Y,
Effects Fixed Effects
AlogTFR ¢, 0.099 0.096 0.091 0.09
(1.34) (1.38) (1.28) (1.26)
log TFPgap 0.032 -0.048 0.014 -0.136
(2.42)* (1.24) (0.54) (1.71)*
log(Trade/ X, ., -0.034 -0.111 -0.028 -0.129
(2.75)*** (2.06)** (2.27)* (2.33)*
(Trade/ X),,*TFPgap 0.008 0.031 0.008 0.056
(1.54) (1.62) (1.5) (2.68)**
log(R & Dstock/VA), -0.001 0.009
(0.21) (0.37)
(R& Dstock/ VA, ., *TFPgap 0.144 0.217
(1.62) (2.14)*
(Min Wage/Median Wage) -0.058 -0.145 -0.05 -0.112
(1.91)* (2.70)**= (1.75) (2.36)*
log(R&D/VA?, -0.001 -0.004
(1.712) (2.07)**
(R& D/VA? _, *TFPgap 0.001 0.003
(1.2) (1.68)**
R-squared 0.1690 0.07 0.1826 0.02
Observations 313 280 278
Number of sectors 16 16 16
Diagnostic Tests
Wald Statistic; P-value 8020%6 18.70'39 13%80 18%’33
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Serial Correlation-value 14.443 25.38

0.0017 0.0001
1982-2003 1982-2003 1993-2003 1993-2003
1) 2 (3) (4)
Sargan Test for the validity of 7.159/0.209 8.678/0.122
Instruments; P-value 1 6

NOTES: All variables are weighted by industry’s valualad in manufacturing sector at period 1982; Estsat (1),
(3) are based on a Fixed Effects within group estiimcorrected for heteroscedasticity, cross-seaticorrelation and
industry specific serial correlation. Specificasan columns (2) and (4) are IV-FE estimations. #hdogenous

variables are TFPgaB,gmade/ Xiaes and(Trade/ X)ies TFPgap; as instruments are used their lags in third aodtf

order plus third and fourth lags §IR&DIVA, 1 The serial correlation test is based on Wooldri@D02); the null
hypothesis is no serial correlation. The Sarganises statistic for the validity of instrumentdlfaving the Chi-
squared distribution; in the current model, n egital5 and clearly suggest accepting the null Hygsis that the
instruments are valid.

Appendix 5 Benchmark Specifications with Frances Frontier Economy

Within groups \% Within \Y
groups
AlogTFR ., 0.277 0.006 0.19 0.404
(3.47)*** (0.17) (2.10)** (2.28)**
log TFPgap 0.056 0.251 0.1 0.097
(5.43)*** (2.52)** (3.27)*** (0.35)
log(Trade/ X, ., -0.005 -0.062 -0.027 0.076
(0.4) (1.26) (1.43) (0.23)
Trade/ X),,_,*TFP
(Trade/ X),.+"TFPoA -0.006 0.024 0.004 0.184
(1.26) (1.3) (0.38) (1.05)
log(R& D/VA), ., 0.011 0.02 0.014 0.085
(2.07)** (1.36) (2.00)* (1.38)
*TF
(R&DIVA 0.461 0.373 0.44 -2.018
Pgap
(1.08) (0.93) (1.09) (1.61)
(Min
Wage/Median -0.046 -0.084 -0.057 -0.217
Wage),
(1.98)** (1.78) (0.97) (1.33)
logCR 4 0.024 -0.434
(1.66)* (1.35)
R-squared 0.1520 0.1124 0.1548 0.04
Observations 307 267 153 122
Number of sectors 16 16 16 16
Absolute z statistics in parentheses * signifiamnt0%,; ** significant at 5%;***significant
1%
Diagnostic Tests
Wald test; P-value 212.21 169.09 37.75 42.85
Serial Correlation; 15.925 8.406
P-value 0.0012 0.01
Sargan Test ; P- 5.163 2.265
value 0.3963 0.89

Notes All observations are weighted by industry’s vaadeled in manufacturing
sector at period 1982; Estimates in columns (J)a(8 based on a Fixed Effects
within group estimator corrected for heteroscedagticross-sectional correlation
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and industry specific serial correlation. Spectiimas in columns (2) and (4) are IV—
FE estimations. Instruments are the same as ia fabl
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1. Introduction
1.1. Motivation

Investment is very important to macroeconomics. & of the main
components of aggregate demand, investment plagatsal role in both the cyclical
and long run performance of any economy. Econontistge long been trying to
understand the components of investment activitdyranch effort has been dedicated
to this direction. Although a voluminous literaturencerning investment at macro
level exists, it has been in the last years whemstment literature had shown an
increasing concern about the modeling of investrdentsions at micro level.

The neoclassical theory and Tobin’s Q theory siitictly convex adjustment
costs have been the workhorse of modern investresdgarch. The Jorgenson’s
(1963) neoclassical model —with no capital adjustinoests- yielded a static decision
rule for capital stock. Jorgenson’s approach coegp#ne marginal product of capital
with its user cost The optimal level of capital stock results frohe tequivalence
between the marginal product of capital and ubker costof capital. Tobin’s (1969)
approach compares the capitalized value of margiwaktment with the replacement
cost of one unit of capital. The capitalized vatdienarginal investment is the market
value of one unit of capitalThe ratio of the market value of one unit of cakio its
replacement cost is called Tobin’s g and condititesdecision of undertaking or not
an investment projeétEmpirical evidence has shown the failure of themelels to
explain investment behavior. The estimates of itneat responsiveness to
fundamentals have been very low.

For analytical and econometric convenience, tlegditire adopted a quadratic-
strictly convex function for the adjustment cos&rictly convex adjustment costs
imply that it is always optimal to make a contingpnon-zero adjustment (there are
no periods of time with zero adjustment). This deatis strongly at odds with data on
investment. Empirical research reveals that fireredtto concentrate the adjustment
of capital in relatively short periods of time, whialternate periods of no adjustment.

In other words, the adjustment process of capdal lwe characterized as intermittent

! Keynes (1936, p. 151) early noted that the ingenfior creation of new capital depends on the ratio
of capital market value to the cost of creating reyital.

2 See Tobin (1969), Lucas and Prescott (1971), M({&837), Hayashi (1982) and Abel (1983) for
seminal contributions as well as Abel (1990) foedew and link to Jorgenson’s (1963) model.



and lumpy. The assumption of strictly convex adpesit costs and the resulting
linear dynamic models are unable to explain theemient and lumpy dynamic
pattern of investment activity.

Doms and Dune (1998) using data for 12000 US matwiag firms, for the
period 1972-1989, find that over the half of then§ increase their capital stock more
than 35 percent in a single year. Anti Nielsen 8ctiantarelli (2003) report similar
findings for Norwegian firms’ panel data. They ndbat, in every year, about 30
percent of the firms undertake no investment agalilisaggregate leval.

The above evidence of intermittent and lumpy adpesit of capital can be
supported by non-convex adjustment cost functiore @ay of explaining the periods
of no adjustment is the inclusion of a linear (pwise) adjustment cost to the model.
Zero adjustment (inactivity) entails non-differeaftility and in general, the linear
adjustment cost component is interpreted as théectefn of the (partially)
irreversible nature of investment. Total irrevellffp means that gross investment
cannot be negative. Partial irreversibility appeaten the sale price of capital is
lower than its replacement cost. Although lineajusiinent cost explains the
infrequent adjustment of capital, it cannot sujadtplain the lumpiness.

To capture the lumpy character of adjustment, Hamash (1989) first proposed
the introduction of a fixed component in the adjustt costs function. Incorporating
this non-convexity, a firm decides whether to irvi@scapital or not. This decision
depends on whether the expected gains of the meedtare high enough to
overcome the fixed costs. If fixed costs are sutiith firm will invest infrequently,
and when it does, it will carry out a large investin

Abel and Eberly (1994) extend the Q model incorpogaquadratic, piecewise
and fixed adjustment costs in their model. Theywstibat for critical values of
marginal q three potential regimes for investmestduo. positive, zero and negative
gross investment. In an empirical application aé ttnodel, Barnett and Sakellaris
(1998) and Abel and Eberly (2002) reach the commfughat non-linearities are
important in explaining investment behavior.

Caballero, Engel and Haltiwanger (1995) and Calmbed Engel (1998, 1999)
consider the gap between actual and desired cagdek to be the fundamental of
investment, in order to interpret the non-lineastin the investment process. They

% In aggregate level this percentage goes dowrpatéent.



implement theadjustment hazaréunction. This function is defined as the diffecen
between the log of actual and the log of desirgdllef capital, where the latter is the
optimum level of capital obtained under zero adnesit costs. The model predicts
that the larger the gap is, the higher the probigtaf investment to be recorded is.

Cooper and Willis (2001) criticize the “gap methtmlyy” arguing that the
results are particularly sensitive to mis-spectfaa of the target level to which the
actual capital stock is assumed to adjust.

Cooper and Haltiwanger (1993) and Cooper, Haltivearand Power (1999)
investigate the machine replacement problem in phesence of non-convex
adjustment costs. They find that, however low el of current capital stock is
(thus, the older the capital is), the higher thebpbility of investment to occur is.
Furthermore, the longer you wait for the replacemeh capital, the larger the
adjustment of capital will be.

Cooper and Haltiwanger (2006), in their influentiark, compare models with
alternative adjustment costs: quadratic, fixed stdpent costs and adjustment costs
associated with irreversibility of investment. Thehow that the models with only one
type of adjustment cost are not successful in niadclthe dynamic nature of
investment. On the other hand, the mixed modeloofconvex and convex costs of
adjustment matches satisfactorily the featuresieéstment. In order to estimate the
structural parameters of the model, Cooper andwihatger use the simulated method
of moments so as to match key moments of the pkrel capital adjustment
dynamics®

Bayraktar (2002) and Bayraktar, Sakellaris and \éeren (2005) extend
Cooper and Haltiwanger's (2006) model incorporatthg existence of financial

market imperfections.

1.2. Our work

Our approach specifies a dynamic structural modlehwestment at the firm
level in order to get a better understanding ofra@conomic investment decisions
and the nature of capital adjustment costs GreeRksfiface when they decide to

undertake an investment project. The aim of thjgepas to investigate the effects of

* See also Cooper and Ejarque (2001).
® Lapatinas (2005) provides a detailed review ofstment models and numerous references to the
motivation and results of that lengthy literature.



both convex and non-convex adjustment costs oftalapn Greek firms’ investment
activity. Moreover its target is to look into thgrmamic nature of capital adjustment
process at the firm level. In addition to this, wenitor if the Greek micro data
supports the presence of both convex and non-corw@ponents of adjustment costs
and more specifically to find the structural estiesaof the convex and non-convex
adjustment costs that are consistent with the nmeeidence for the Greek economy.
Our work, as far as we know, constitutes the atstmpt of studying the investment
behavior of Greek economy at micro level. As a ltesue hope that this work not
only contributes to the better understanding ofdbmplex dynamics of investment,
but it also constitutes an essential tool for thel@ation of different policies
regarding Greek economy.

In this paper a dynamic structural model of capitaestment at the firm level
is estimated. We inquire about the investment biehaf a balanced panel of 1419
Greek firms (9933 observations) for the period 12062. The evidence of infrequent
and lumpy investment is present in our datasete@as these empirical facts, we
introduce a dynamic discrete choice model with imegal specification of adjustment
costs including both convex and non-convex comptewe also assume total
irreversibility of investment. We use an indireaterence procedure as in Gourieroux,
Monfort and Renault (1993) and Smith (1993), ineortb estimate the structural
parameters of the mod&IThe structural parameters determining the mageitoid
convex and non-convex adjustment costs are chaseaptoduce the econometric
relationship between the investment rate and tbtability shocks with their square
term. The square term of profitability shocks capsuthe non-linearities in the
investment process.

The rest of the paper is organized as follows. dotisn 2 we describe the
dataset used in this study. Section 3 formulates dynmamic structural model of
investment. In section 4 we describe the estimatibthe model: the methodology
(section 4.1), the estimation method we implemeettjon 4.2) and the estimation
results (section 4.3). Section 5 gives the maimcpa@nd modeling implications of our

findings and section 6 concludes.

® The reason for not using analytical tools is thespnce of non-convex adjustment costs that chese t
dynamic problem to be discontinuous. Firms neechtinse between undertaking or not an investment
project.



2. Features of Actual Data
Data Set

The main data source in this paper is the ICAP-fewel database. The ICAP is
the largest company providing economic data anduwtative services in Greece and
is a member of the international network INFOALLISRE and participant of the
European economic and business information net&iROGATE. The company is
also a member of Federation of Business Informa8ervices (FEBIS), European
Association of Directory and Database Publishe SOE), European Federation of
Management Consulting Association and a memberhef ibternational research
organization GALLUP INTERNATIONAL. Our data are alanced panel of 2097
active Greek manufacturing firms over the period®@2002 containing 14679
observations. These are the data we get afteniffall the manufacturing firms that
are registered in the ICAP databank, dependinghen availability of the plant,
property and equipment data. We delete firms wiiksing data points between 1996
and 2002. Since net profits are an essential Varibour analysis, we only keep
manufacturing firms that have positive profits mmf@tion. This leads to 1690 firms
on 11830 observations.

The definition of capital includes plant, propertgnd equipment. ICAP
provides fixed assets items for each firm whichrespnt the book value of all fixed
assets of the firm, including building, land andustures, machinery and equipment,
intangible fixed assets and financial fixed assetsh as share ownership in other

companies. For this paper, the book value of timétalastock, p,K, counts land and

estates, buildings and structures, and machinedy espuipmentg. Our investment

measure, p,l,, is calculated by applying a perpetual inventorgcedure with a

depreciation of 8 percent per annum for all y&ars

pt+1Kt+1 = ptlt + pth (1_5t) => Pl = pt+1Kt+1 - pth (1_5t) (l)

Real investment],, is constructed as investment at current prigek, , deflated by

the investment price deflator, with 1995 to belthse year. Real capital stodk, , is

" For more details on sample selection see the Afipen
® This value is proposed by previous studies ataHievel, see for example Bord al. (1999).



constructed in the same way. The investment ratieeis defined as the ratio of real

investment to the real capital stoc—lKé,.
t

The dataset of 1622 firms on 11354 observationsois our final dataset.
Following Bayraktar, Sakellaris and Vermeulen (2008e assume that investment
rates higher than 90 percent are measuring a mergasquisition. All the firms that
display investment rate over 90 percent in any weaong the period 1996-2002 are
excluded from our panel. This leads to our finatgladataset of 1419 firms on 9933
observations for the period 1996-2002. The datasélanced and each firm has
exactly 7 observations (6 observations for investindhe 1419 manufacturing firms
comprise a considerable portion of the active Graakufacturing firms. For the year
2000 the 1419 firms of our dataset represent al@ofit percent of the private
investment in Greece. They had a total investmepemrditure of 1.26 billion euros,
where the total private fixed investment (excludsigckbuilding) in Greece was 19

billion euros in 2000 (this is taken from the OEG&ta source).
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Summary Statistics

Table 1 shows summary statistics of the data, Taldaows some features of
the investment rate and Figure 1 represents thebdison function of the investment
rate for the period 1996-2001.

Table 1. Summary statistics

Mean median std. dey min max
1. /K, 0.18 0.14 0.16 -0.92 0.92
K, 3.8 0.8 22.4 0 719

Note: capital stock is in million euros measured 995 prices

Table 2. Features of the distribution of the inrestt rate

Variable Fraction of obs
[1./Ky| < 001 0.55%

||it/Kit| < 002(inaction region) 1.04%

I /Ky <0 2.5%

I, /K, > 02 (positive investment spike) | 31.7%

I, /K, <—02 (negative investment spike) | 0.6%

l, /K, <-0.02 2.02%

corr((1/K); ,(1/K);1) 0.17

Note: all statistics are calculated for 1419 firamgl for the period 1996-2002

All statistics are calculated by pooling data fdil® Greek manufacturing firms and
for the period of 1996-2002. In that period, thedraa firm had a capital stock of 0.8
million euros (in 1995 prices) and an investmetd et 0.14. The average value of the
capital stock is 3.8 million euros and the averagiee of the investment rate is 0.18.
The statistics of the investment rate are quitseclo the statistics found by Cooper
and Haltiwanger (2006), Bayraktar (2002) and BatggkSakellaris and Vermeulen
(2005)? The first order autocorrelation of investment rist.17. It is a quite large
number when it is compared to 0.058 and 0.008, hwhie found by Cooper and

Haltiwanger and Bayraktar, Sakellaris and Vermeuéspectively, and it is about the

® Cooper and Haltiwanger (2006), Bayraktar (2002)yrBktar, Sakellaris and Vermeulen (2005) report
a mean investment rate of around 12.2 percentefdpt and 19 percent respectively.



same with that found by Bayraktar. The inactioniorgs defined as less than 2
percent investment rate in absolute value. Thditnaof observations in this region is

1.04 percent. Around 2.5 percent of the investmeates are negative (as a
comparison it is 1.8 percent in Cooper and Haltigean 8.68 percent in Bayraktar,

and 4.7 percent in Bayraktar, Sakellaris and VetamuThis number is crucial as it

concerns the structure of our model. The smalltivacof negative investment rates
comprises the basic motivation of considering itwmest, total irreversible —and not
partial irreversible- in our model. In contrast lwibther studies, our formulation

emphasizes the feature that a firm has only twdoogt of investing and not

investing, and not a third one of selling capitdikinvesting). The investment rate is
more than 20 percent for 31.7 percent of obsemat{positive investment spike). The
latter number is 18.6 percent in Cooper and Haliyea, 17.34 percent in Bayraktar
and 38 percent in Bayraktar, Sakellaris and VersreuTlhe fraction of observations
that corresponds to investment rate less than e2€ept (negative investment spike)
is only 0.6 percent. The presence of huge asymesebetween positive and negative
investment is apparent in our dataset, since tefdaction is compared very low to

the fraction of investment rate points that exc2@gercent.

There is a huge empirical literature highlightitg importance of inaction and
lumpiness in microeconomic investment datasets. ©anad Dune (1998) use data on
American firms from 1972 to 1989. They find thatmadhan half of them increase
their capital stock over than 35 percent in somthefyears considered. Anti Nielsen
and Schiantarelli (2003), using information on Negian plants, find that about 30
percent of them present zero investment in an geesgear. Similar findings are
reported concerning different countries in Barraattl Sakellaris (1998), Caballero,
Engel, and Haltiwanger (1995), Abel and Eberly @0®&berly (1997).

The empirical evidence reported in this sectioesstes two important stylized
facts: there are periods in which firms decide tooinvest (periods of inaction) and
periods of large investment episodes (lumpineskes& empirical findings clearly
back up the adoption of an investment model whaxdoants for irreversibilities and

nonconvex capital adjustment costs.



3. Model and Implications
The specifications of the model are from Cooper Hattiwanger (2006). We
assume a large and fixed number of firms. Firnmbegins to periodt with the

inherited real capital stockK., which has been adjusted in the previous period.

it ?
Before making any investment decision, the firm estaes the current period
profitability shock. Given this state variable, firen makes a decision on investment,
depending on the nature of adjustment costs. Th&t general specification of the

dynamic optimization problem of the firm is givey: b
V(AL K)=maxil (A K )= Clk K )bl +8E V(R Kus) 2)

subject to the following constraint:

I, =K., —(@-9)K, (3)

where the profit functiof1(A,, K, ) is parameterized in the following way:

M(ALK)=AK’ (4)

where 0<8<1, is the parameter for the curvature of the prifiiction. A, is the

current period profitability shock that containstbb@n idiosyncratic component, as
well as an aggregate one. It is assumed that tapithe only quasi-fixed factor of
production and all variable factors have alreadgnbmaximized out of the problem.

p is the constant cost of capitad. is the depreciation rate of capital, which is

constant too. The costs of adjustment are givethbyfunctionC(1,,K,). I, is the

it ? it

level of investment that the firm’s manager choosBEse function C(I,,K,) is
general enough to have components of both convek ramnconvex costs of
adjustment. The discount factg8, is fixed and equalgl+r)™, wherer is the risk-

free market interest rate.



3.1. Adjustment Cost Structures

Much attention has been given in investment liteeato the adjustment costs
component. As Hamermesh and Pfann (1996) mentibis tomponent was
introduced into investment models so as to proalexplanation for the observation
that firms change their demand for capital morevslothan the shocks to capital
demand warranf Adjustment cost functions are not empirically abseéle.
However, simulation results provide a better cls¢cahow different functional forms
for adjustment costs imply different adjustmenttgrais. Therefore, as suggested by
e.g. Cooper and Haltiwanger (2006) and Abel andrigl{@994, 2002), attention is
given to the estimation of a unified model thatorporates different types of
adjustment costs. The adjustment cost functionorpurate both convex and

nonconvex adjustment costs.

Convex Capital Adjustment Costs
Traditionally, a symmetric convex adjustment castction is assumed, usually
guadratic, like:

K.

2
|
C(In,Kn)=§{—"} K, ©)
it
This is the standard specification in the literatufde parametery affects the
magnitude of total and marginal adjustment coste. Aigher they is, the higher the

marginal cost of investing is and thus the lower tesponsiveness of investment to
variations in the underlying profitability of capitis. The maintenance and gradual
capital adjustments can be considered as examptEsvex adjustment costs. Given
this adjustment cost function and the assumpticam anstant factor price, the first
order condition of the dynamic optimization probld®) produces the following
equality between the marginal benefit of investraend its marginal cost:

Vi # P =BEs o Vi, (A Kewa) (6)

19 Hamermesh and Pfann (1996) present a survey feratit adjustment cost models.
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whereV, (A. K.,) Is the derivative of the value function with respto capital.

it+1

In fact, this derivative is not observable. The dgtbodal expectation in (6) is the

marginal g of the Q theory. It represents the marginal valfian additional unit of

future capitaf:
The convex adjustment cost function implies thatitivestment rate is a linear

function of the fundamentals. This suggests contisunvestment activity.

Non Convex Capital Adjustment Costs and Total Irreversibility

Convex capital adjustment costs cannot match tigirfgs of recent empirical
studies for lumpiness of investment adjustmentnEitend to concentrate their capital
adjustment into short periods of time. Consequeffitims exhibit frequent periods of
no adjustment (inaction). Therefore, it has beengssigd to add fixed costs and
irreversibility components to the adjustment castction. Here, we allow the case of
a component of costs being fixed when investmentindertaken regardless of the
investment’s magnitude. In order for this cost &rblevant at all stages of a firm’s
life we assume that it is proportional to firm’'zeias measured by its capital stock:

FK, . The structural parametét determines the magnitude of fixed costs. The fixed

adjustment costs represent plant restructuringkevoretraining and organizational
restructuring. Generally, these costs capture isidbility in capital and increasing
returns to the installation of capital. We shouldpbasize that when there are no
fixed costs associated with capital adjustment,vllee function is continuous and
concave. The introduction of fixed adjustment ctsesks the concavity.*®

In a model of total irreversible investment, thenfishould decide on making

investment or not* While deciding regarding this issue, the firm camgs the value

M This term is unobservable, so equation (6) caseote for estimation. However, Hayashi (1982)
shows, that under the additional assumption of qutignality of profits to the capital stock € 1), the
problem of marginal q being unobserved can be aeec Under the given assumptions, marginal q
equals average q (Tobin’s ) which in turn can éeined —at least for publicly traded firms- from
stock market information. Of course, given that éstimate of the curvature of the profit functien i
significantly less than 1, any Q theory is missfedi

12'Slade (1998) and Aguirregabiria (1999) charactetize optimal decision rule for problems with
nonconcave value functions.

'3 The role of fixed costs was stressed by Abel aberlg (1994, 2002), Caballero and Leahy (1996),
Caballero and Engel (1999) among others.

14 Ppartial irreversibility allows a wedge between thelling and buying prices of capital. Total
irreversibility does not allow capital to be saileda second-hand market. Firms cannot recover any
investment cost.

11



function in case of capital adjustment?() to the value function in case of non-

adjustmentyY ™), and chooses the maximum:
V(A K)=max{V* (A, K )V (ALK} )

This formulation, occuring from the assumption datarreversibility, emphasizes the
feature that a firm has two optioffsThe dynamic optimization problem in the case of
capital adjustment is:

VA(A, Kt):rﬂf}lxﬂ (A K)>-CU K> pl+BE a V(R Ka) (7a)

subject to the constraint

l, =K. —(@-90)K,

it

The value function in the case of no adjustmentthmn other hand, is defined as

follows:

V(AL K)=M(A, K)*+BE A V(A 1-0)K) (7b)
In this framework, there will be periods of inactiavhen fundamentals are not
favorable and periods of bursts of investment wherdamentals are high or low
enough. The firm invests when its capital stodess than its optimal level, otherwise

prefers to avoid adjustment costs and remainsiuect

3.2. Value Maximization

The firm manager’s dynamic program can be writtefodows:

V(A K)=max{V* (A, K )V (A, K} 8)

15 1f we had assumed partial irreversibility, alsthid alternative option of selling capital wouldve
been occurred.

12



The manager needs to choose optimally between tinge§&djusting capital), with
valueV?(.), or undertaking no investment at all, with vaM&(.) . Both of these two

alternative options have a value, given by:

V(AL K) = max (4 K )—g{i} K = FK =L +B5 o V(AL K.

Ki
(82)
subject to the constrainf, =K, ,, —(1-9)K;
VE(ALK)=N(A K)+BE o V(R (1-0) K) (8b)

In more detail, the value of investment given bg)(8nplies that investing (buying
capital) incurs two sources of costs. The firsthis investment outlayl, , in which
the cost of capital is normalized to one. The sddsrthe adjustment cost, which in
turn has a fixed and a convex component. The valuevestment is defined as the
profits minus total costs under the optimal decisiglus the discounted future value,
given this period’s decision and optimal behaviousubsequent periods. Equation
(8b) gives the value of no adjustment (inactior)jol of course does not involve any
costs or maximization.

Due to the presence of nonconvexities, which cadiseontinuity in the
investment process, the model cannot be solvedytazadly. The model is solved
using a numerical method known as the Value Functieration method. This
method can be summarized as follows. Metbe the value function. The value

function iteration starts with some initial valig and then evaluateg,, =T(V,) for
] =0,1,2.... (whereT is a mapping operator). The desired value funasarbtained
when the difference betweer),, andV, is less than some predetermined threshold

valueZ®

16 See Rust (198743, b) for details.
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The set of the structural parameters is givel{,@,ﬁ,@,y,F} . These together

with the transition matrix for the profitability shks determine the behavior of the

model.

4. Estimation of the Model

4.1. Methodology

4.1.1. Estimation of the profit function

The profit function is given by

N(AL K, ) = AK?

where A, is the profitability shock@ is the curvature of the profit function ar is

the firm level capital stock. In this model, itassumed that capital is the only quasi-
fixed factor of production and all the variable ttas have already been maximized
out of the problem. We estimatg by regressing the natural log of net profit (nkt o
cost of production) on the natural log of the replaent value of the capital stock
using firm level Greek panel data. Althoughis assumed to be the same for each
firm at each period, we remove fixed effects inarrdo take into account the
structural differences across firms (in order ta fhe structural heterogeneity
problem}’. If @ is less than one, this shows the decreasing nargiofitability of
capital. This might be caused by some degree ofopalg power or decreasing
returns in the technology. From our d#as estimated as 0.7, with a standard error
of 0.006. This estimate of is not at variance with other estimates in therditure.
Cooper and Ejarque (2001) find the same estimatidheir work and a curvature of
between 0.5 and 0.8 is estimated by Gilchrist amdrklberg (1999).

4.1.2. The Fundamental of Investment: ProfitabilityShocks
The investment literature is traditionally reliesh meoclassical Tobin’s q.
Tobin’s q is equal to the ratio of the market vatiidirms to the replacement value of

capital. The neoclassical models that take Tolres the fundamental of investment

"We remove fixed effects by presenting profits aadital as deviated from the firm-level mean.
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are too simple to explain complex dynamics of itwvesnt and rely on very strict
assumptions of perfectly competitive product magketnd quadratic convex
adjustment costs. The quadratic convex capital shaient costs imply a linear
relationship between the investment rate and Tebig, therefore neoclassical
investment models deal only with the smooth parthef capital adjustment process.
In recent years, this feature is strongly at oddk the empirical studies which reveal
that at the micro level, firms tend to concenttaie adjustment of capital in relatively
short periods of time, pointing the lumpy, infrequ@nd sunk nature of investment.
These facts have stimulated the introduction of eewpirical fundamentals in order
to explain investment behaviour.

Caballero and Engel (1999) introduce the gap betvike desired and actual
capital stock, which, until today, is the most coomty used fundamental of
investment in the studies. In their model, oncedghp reaches a threshold level, the
adjustment process starts at once. The empirigaktigation of this fundamental by
Caballero, Engel and Haltiwanger (1995) shows tiatresponse of investment to the
gap is nonlinear, supporting therefore the exisgtemicnon convex adjustment costs.
In parallel with the development of the literatieyuing that non convexities and
irreversibilities play a central role in investmeat literature relating the empirical
failure of the neoclassical model to possible mesment errors in Tobin’s q evolved.
This literature focuses on correcting possible neigsurement of Tobin’s q in order to
explain the inadequate results of the “tradition@®rature*® *° The idea behind is
that the presence of measurement errors prompaf@ntals to be insufficient
determinants of investment. Since the main indicatd firms’ investment
opportunities is expected profitability and sintesinot easy to be directly calculated,
it is generally approximated by current profitalyilmeasures. Abel and Blanchard
(1986) first proposed present value of marginaknesxe flows of capital to be one of
these measures and Gilchrist and Himmelberg (19¥89) constructed this
“Fundamental Q measure pooling U.S firm level data. The last amast recently

worked up alternative fundamental of investmerrigitability shocks. Profitability

18 See Cummins, Hasset, and Oliner (1999) and Gsichrid Himmelberg (1995, 1999)

9 Hayashi (1982) and Abel (1979) show that the rassital model with convex adjustment costs
yields the marginal g value. Since marginal q ishservable to the econometrician, marginal g can be
approximated by the average value of g, under thet @assumptions of linear homogeneous net
revenue function and perfectly competitive markdtse use of average q as a proxy measure of
marginal g might be subject to measurement errors.
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shocks are defined as changes in firms’ profits ¢hanot be attributed to changes in

their factors of production.

4.1.3. Calculation of the profit shocks

There are two alternative ways of calculating thefifability shocks, A,. The
first way calculates A, indirectly through the first order condition forrofit
maximization with respect to employment. The secoray of calculating A, is

through regressing profits on capital, and takinge tresiduals. Cooper and
Haltiwanger (2006), Bayraktar (2002), Bayraktark&lkaris and Vermeulen (2006)
use the first way because the standard deviatidgheofhocks using this way is low
compared to the standard deviation calculated uiagsecond way. Low standard
deviation of the shocks causes the transition m#drbe more informative. Although

we fully appreciate the fact that using profit datatead of employment data might
raise measurement errors, since employment datat iavailable we compromise on
the second way. We regress the log of profits anltly of capital including time

dummies, after removing the fixed effects, and tksiduals of this regression

represent the idiosyncratic profitability shocks, (i denotes the firm and the

period)?°. Table 3 shows some features of the idiosyncpatiitability shocks.

Table 3. Features of the idiosyncratic profitapihocks,a,

minimum: -0.72
maximum: 0.34
std. dev.: 0.1
autocorrelation: 0.693

4.1.4. The relationship between investment and pridébility shocks
Throughout this paper we study the following relaship between investment

and profitability shocks

=W +Wa, +W () +y,

% since we remove fixed effects, include time dunsnind the variables are taken in log form, the
residual shocks are the firm specific idiosyncratfocks in log form (time dummies capture the
aggregate component of the profitability shocks).

16



where I, is the deviation of the investment rate of fiinin periodt from the firm
specific meanga, is the idiosyncratic profitability shocKa,)® is the square term of

a,. The square term is included in order to testoiar dataset the argument that the

investment process is a hon-linear function offtrelamentals.

Table 4. Summary Statistics of the regression b

mean std. dev min max
I 0.00 0.154 -1.07 0.7
a, 0.00 0.1 -0.72 0.34
(a,)? 0.01 0.02 0.00 0.52

Table 5. Correlation matrix of the regression Valaa

i ch (&)°
I 1
a, 0.187 1
(a,)? -0.016 -0.376 1

Table 6. Actual Data: Regression Results

Coefficients Estimatevalues
a, 0232 (0.017)
(&)’ 0.443*(0.08)

* significant at the 1 percent level. Rsquared sijd = 0.04

Note: data was pooled for 1419 Greek firms andfierperiod 1996-2002. The estimation technique is
the least square. The dependent variable is théatlen of the investment rate from the firm specifi
mean. Standard errors are reported in the parergkes
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Table 4 shows some summary statistics of the reigrevariables. Table 5 gives the
correlation matrix of the regression variables. ibtthat the investment rate is
positively correlated with the contemporaneous ifability shock (correlation =
0.187). The least square estimated coefficientsegrerted in Table 6. The regression
results show that both the level and the square t&rthe profitability shocks are
important in explaining investment. Thus, we cos#&y that these results support the

argument of non-linear response of investmentstéundamentals.

4.1.5. Simulations

The coefficients{ ,5,6} and the profitability shocks are calibrated usihg

ICAP Greek firm-level database. We fix the discofaxttor £ at the empirically
reasonable value 0.97 We have also estimated the model with differetues of 8
(0.95 and 0.99) obtaining similar results. Follogvithe relevant micro-level studies
we pin down the depreciation rai, at 0.08. The curvature of the profit functiah,

is estimated as 0.7 by regressing the log of paofithe log of capital using Greek
firm-level data.

The profitability shocks,A,, contain both an aggregate and an idiosyncratic
component. The aggregate shocks are assumed to ehadvgh and low value:
{0.9,1.1}. The serial correlation between the aggregatekshisccalculated as 0.8. We
represent the aggregate shock process as a two-Btatkov process with a
symmetric transition matrix in which the probalyildaf remaining in either of the two
aggregate states is 0.8. The details of calculdtiegdiosyncratic shocks, , are in
section 4.1.3. We assume that the idiosyncrati@itpbility shocks follow an AR(1)

process:
8n =P +&., Whereg [iid N(0,07) 9)

We approximate this process by a discrete Markoegss using the method outlined

in Tauchen (1986). A time invariant Markov chain defined by ¢,T), where

ZUOR" is a vector describing the states possible ofMhekov process, and is an

2L r is set approximately at 3 percent which is theraye real interest rate on government bonds in
Greece
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nx n dimensional transition matrix with elementsj() that express the probability of
transition from stateZ, to stateZ, . Thus, the rows oT sum to unity” The method

proposed by Tauchen (1986) is used to create aethsstate space representation of
the stochastic AR(1) process for the firm specsimcks. The idiosyncratic shocks
take 11 different values. The serial correlationhaf idiosyncratic shocks is 0.69. The
standard deviation is 0.1. Table 7 presents thasyaticratic shocks and the transition

matrix of these shocks.

Table 7. Idiosyncratic shocks and their transitioairix

0.447¢ 0.215¢ 0.052¢ 0.032¢ 0.0197 0.011 0.005¢4 0.00z 0.000
|
0.130¢ 0.1652 0.0971 0.0757 0.055: 0.036: 0.019¢ 0.005

0.052¢ 0.098: 0.1221 0.111% 0.0957 0.0757 0.050¢ 0.019

0.0197 0.050¢ 0.1221 0.127¢ 0.127% 0.118¢ 0.098: 0.052
|

0.005¢ 0.019¢ 0.0971 0.118¢ 0.139¢ 0.1571 0.165Z 0.130

0.1815 0.000¢ 0.00z 0.005¢ 0.011 0.0197 0.032¢ 0.052< 0.082< 0.130% 0.215¢ 0.4474 1

The transition matrix for the idiosyncratic shoakscomputed from the empirical
transitions observed at the firm-level and repredustatistics from the idiosyncratic

profitability shock series.

4.2. Estimation Method: Indirect Inference

The vector of remaining structural parameters toebémated is© =(y,F).

The approach is to estimate these parameters bghingtthe implications of the
structural model with key features of the data. firethodology that is used for this
purpose is the structural empirical approach caifetirect inference method. This
method is explained by Gourierowet al. (1993), Smith (1993), Gourieroux and
Monfort (1996) and works as follows.

With an arbitrary set of parameter values and hygushe Value Function
lteration method we solve the firm’'s dynamic pragmaing problenf® After the

model is solved for give® values, a 500 firms and 100 periods simulated lpdata

22 For some theory, see Ljungqvist and Sargent (206@pter 1), Stokey and Lucas (1989, Chapters 8,
11 and 12) and Adda and Cooper (2003).
% see section 3.2.
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are obtained using the created policy functionds Bimulated data set is used to
calculate the model analogues of the coefficientf@ moments we obtained using
actual data. The reduced form equation we estirasiieg both the simulated and
actual data is

o =WotWa +Wa(a) +y

where i, is the deviation of the investment rate of fiinin periodt from the firm
specific meanga, is the idiosyncratic profitability shocKa,)® is the square term of
a,. The square term is included in order to take attoount the non-convexities in

the adjustment process. Denoting¥$ the vector of moments from the actual data
and asW?(©) the vector of moments from data simulated giv@n the indirect

inference routine looks for the structural paramedstimates that minimize the
weighted distance between the two vector of monfériore formally, the statistic
we try to minimize with respect t® in order to find the structural parameter values

is the following quadratic function:
J(©) = (V! -WO)W(W-w(e))

where W is a weighting matrix?> The vector of true moments &/° :[qu,lPZ] =

[0.322, 0.443]. Given the discontinuities in thedaband the discretization of the
state space, as it is the case in related studiesuse the method of simulated

annealing in order to minimizd(®) with respect to® . As Bayraktar (2002) and

Bayraktar, Sakellaris and Vermeulen (2006) notsimulated annealing is the ideal
algorithm for dealing with complex functions, filsécause it explores the function’s
entire surface and can escape from local optimanbying uphill and downhill and

second, because the assumptions required withategpéunctional forms are quite

relaxed.

2 As pointed by Gourieroux and Monfort (1996), miiiing the distance between the simulated data
moments and the actual data moments will emergsistent estimates of the structural parameters.
% We implement the 2x2 identity matrix.
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4.3. Estimation Results
Using the indirect inference method, the structyatameters of the model

proposed in section 3 are estimated. Table 8 gheesstimated values.

Table 8. Estimated Structural Parameters

Coefficients Estimatevalues
1% 0631 (0.0130)
F B5I7 (0.0035)

Note: standard errors are reported in parentheses

The structural parametens and F are significantly different from zero, indicating

the importance of convex and fixed adjustment colitss essential to bring to
reader’s notice that the estimation results arectdfl by the fact that we are only
exploiting the binary choice between zero investinagnl positive investment. In this
sense, our results are not directly comparable thighresults obtained by Cooper and
Haltiwanger (2006), Bayraktar (2002), and Bayrakt@akellaris and Vermeulen
(2006).

The estimated value of the coefficient determirtimg magnitude of the convex

adjustment costy, is 0.5164° The estimated value of the coefficient determirttme

magnitude of the fixed adjustment cost, is 0.1557. This implies that a firm that
undertakes an investment project faces a fixedsaagent cost of 15.57 percent of
installed capital. The estimated value of the doeffit F is high compared to the
estimates found by relevant studfs.

Now we focus on the comparison of the simulate@ desults with the actual
data results. Table 9 shows the regression coaffi€iof the reduced form regression
of investment rate on the profitability shocks gsthe actual data and the simulated

data®®

% Cooper and Haltiwanger (2006) estimgte as 0.455, Bayraktar (2002) finds an estimajedat
0.311 and Bayraktar, Sakellaris and Vermeulen (R@86mate) as 0.532.
2" Cooper and Haltiwanger (2006), Bayraktar (2002yraktar, Sakellaris and Vermeulen (2005)

estimateF at 0.069, 0.029 and 0.031 respectively.
% The simulated data regression coefficients wertioed using the simulated data that were
generated using the estimated values of Table 8.
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Table 9. Actual Data versus Simulated Data: RegredResults

Coefficients Actual Data Simulated Data
a, 0.322 0.322
(a,) 0.443 0.443

Note: The estimation technique is the least squale dependent variable is the deviation of the
investment rate from the firm specific mean.

Table 10. Moments of actual data versus momensgaflated data

Moments Actual Data Simulated Data
mean of investment rate 0.18 0.10
correlation {, ,a,) 0.187 0.39
autocorrelation of inv. rate 0.17 -0.03
investment rate (> 0.2) 31.7% 13.8%
investment rate < 0 2.5% 16.9%

The estimated coefficients using the actual andulsited data are exactly the
same. In Table 10 we also compare some momentsudlalata and simulated data.
The dynamics of the simulated data seems to berdiit than the dynamics of the
actual data. The weakest result produced by theehtwminpared to the actual results
is the autocorrelation of the investment rate. Whhe actual value is 0.17, it is
estimated as -0.03 by the model. One possible eapta for such a low estimated
value might be related to the presence of finarfa@ions. The model is not working
well in terms of the estimated autocorrelation loé investment rate due to the
omission of financial market imperfections. Furthere, it is possible that
measurement error in the profit data is the caussome of the difference in
dynamics. Despite this, the overall investment rateaptured quite well by the
model. The actual value of the average investmaetis 0.18 and it is estimated as
0.1 by the model. With regard to the contemporasemuirelation of the investment
rate with the profitability shocks, while the cdatton in the actual data is 0.19, we
have a comparable estimation of 0.39. Now, withardgto the fraction of the
observations corresponding to the different valokghe investment rate, we think
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that the nonlinear effect of the profitability slkscis not perfectly captured as
evidenced by a somewhat different fraction of firhesving investment bursts. In

parallel, the fraction of observations with a negainvestment rate is estimated as
16.9 percent, while its actual value is 2.5 percent

5. Why adjustment costs are important — Policy andmodeling
implications

Firm’s changes in input demands are liable to adjast costs and economists
are concerned of what those costs look like. Thi®i a wide range of reasons, many
having to do with the ability to predict the effedf factor market policies at external
shocks and furthermore, aggregate investment sums’fchanges in their capital
stock and measures responses that are determinéuk bstructure and size of the
adjustment costs. Therefore, GDP is partly deteethihy adjustment costs, as are
labor productivity and total factor productivityn bddition, knowledge of structures
of adjustment costs is crucial for predicting thesgbly long and complex path of
responses of capital demand to shocks, therefaeldlive a basic input into debates
over the long run effects of policies that conderrestment.

Specifically, to predict the effects of proposediges or the possible impact of
external shocks, we need to know (as HamermeshPtarth (1996) mention): 1) the
source of the adjustment cost the firm is facirggit ladjustment costs that generate
slow adjustment, or does stickiness arise fromrofispects of a firm’s behavior or
market environment? 2) The structure of these cd8tthout knowing the structure
of the costs, the path of firm’s capital demandr@sponse to shocks cannot be
predicted, and 3) the size of adjustment costshétigosts associated with investment
reduce the firms’ long-run demand for capital.

Elaborating these questions, we have found that altjustment is generated —
and can be explained — by costs associated withgig capital demand. Adjustment
costs are found to be statistically important, thiuss change their demand for
capital more slowly than the shocks to capital desnaarrant, due to the interference
of these cosf8. As far as the structure of the costs is concertedestimation results

reported in Tables 8 and 10 indicate that a modhethvmixes both convex and non-

2 precisely speaking, we assume and verify thatr¢ason for slow adjustment (once expectations
about shocks are accounted for) is the costs agedonith altering the demand for capital.
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convex adjustment processes can match the momalotdated from firm-level data
quite well. The conclusion that adjustment cosésrant characterized by a symmetric
guadratic structure (as is usually assumed) aftagpgsegate behavior.

Finally, with regard to the size of the adjustmeasts, our findings indicate
high costs associated with investment in the G(eskro) economy. The estimated

value of the coefficient determining the magnitodéhe convex adjustment costg)(

is found to be 0.5164, which is higher than theugalstructurally estimated by other

authors for other countrié8.Cooper and Ejarque (2001) estimateto be 0.149 in

their study for USA. Cooper and Haltiwanger (200®ayraktar (2002) and
Bayraktar, Sakellaris and Vermeulen (2005) estintaevalue ofy to be very close

to the value found here (namely, 0.5164) (see futet@6 for details). The estimated
value of the coefficient determining the magnitwdehe fixed adjustment has been
found to be high (higher than in most of the litara) (see footnote 27 for details). A
Greek firm that undertakes an investment projecedaa fixed adjustment cost of
15.57 percent of installed capital. The variatidnoar results compared to other
studies most likely arises from differences in #jgeation, as is discussed in section
4.3 (see p.22).

With respect to economic modeling, Wilcoxen (19936) in a previous article
in this journal argues that it is important to ursdend the nature of adjustment costs
because it determines the medium- and long-run Iguelasticity: “..since the
elasticity is sensitive to even small departurethefadjustment cost parameter from
unity, it is clearly inappropriate to assume adjusnts costs are zero without
considerable empirical evidence. This suggestsdHatitful area for future research
is the empirical determination of adjustment castapneters at the industry level. In
addition, such research would help identify theenhdng source of adjustment costs
and would indicate whether these costs would daanted by policy Goyal (1994),
also in this journal, takes a step ahead and arthatsit is important to know the
structure of adjustment costs because it deterntimedong-run elasticity, which is

% This parameter is investigated in many empirit¢atlies. In general, the estimated value of this
parameter is much higher in the literature (notittrral estimation like this one). Hayashi (1982)
estimatesy as 20. Gilchrist and Himmelberg (1995) find théueaas 3. The thing is —as pointed out

by Cooper and Haltiwanger (2006)- that these ewgdiresults may not be accurate due to the presence
of the measurement errors in Tobin’s . It is assdithat the marginal g is equal to the average q,
hence it is possible that a measurement problestseii calculating empirical g and this produces
extremely high y.
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one of the most vexed questions in satisfactoryetingl of dynamic Applied General
Equilibrium Models.

Regarding policy issues, recent discussions sthegsfirm-specific aspects are
not the unique determinants of capital adjustm@oizernment’s fiscal activity is also
important. Public policy plays an important role time firm’s capital investment
decision and the cognizance of adjustment costisceg structure and size has been
shown to have a significant bearing on the effectess of fiscal policy. Turnovsky
(1996), for example, picks up the argument thahfapecific aspects are not the
unique determinants of capital adjustment and dg@#ela one-sector endogenous
growth model in which capital investment incursustinent costs that are related to
governmental activity. He shows that the presencedpstment costs causes a
reduction in the equilibrium growth rate. In adadiitj he demonstrates that adjustment
costs reduce the effects of capital taxes on thdilequm growth rate and cause an
expansion in productive government expendituré

Closing this section it should be noted that trsilts we obtain here will allow
us to improve the predictions of the paths of agagte investment based on the
knowledge of the dispersion of underlying shocksrtfiermore, knowing that costs
are not always symmetric and convex guides ushteti@r understanding of the likely
impacts of changes in capital-market policies them obtain if we rely on the
standard assumption. Last, but not least, thisrmpgipes incipient clues and hints of
how (stochastic) aggregation maps microeconomicavieh into macroeconomic

relations.

6. Conclusions

In this paper a dynamic model of investment foreéBrenanufacturing firms is
estimated. A balanced panel dataset of 1419 fim38933 observations for the period
1996-2002 has pointed strong evidence of inactrmhlampy investment. On account
of these empirical observations, and since desegitatistics should be taken as a

“guide”, we have adopted a model that takes intwsizteration total irreversibility of

31 See also Ott and Soretz (2006) who extend the vedrRurnovsky (1996) by assuming that
adjustment costs are a function of governmentaligct

32 The introduction of the governmental activity irkee adjustment cost function can be an interesting
extension.
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investment and includes not only convex but alse coenvex adjustment costs. The
adjustment cost function we assumed included bo#uigtic and fixed components.

We have estimated the structural parameters ofintbdel using the indirect
inference method. The indirect inference proceauweks as follows. First, we solve
the firm’s dynamic programming problem for arbiyravalues of the structural
parameters and generate the corresponding optiotialygunctions. Second, we use
these policy functions and arbitrary initial comgliis to generate simulated data.
Third, this simulated data set is used to calcula¢eanalogues coefficients obtained
from the regression of the actual data. Finallyingisthe simulated annealing
algorithm we estimate the structural parameters.

The results indicated that the structural modetssthie data adequately. The

structural parameterg and F are significantly different from zero, indicatirige

importance of both convex and fixed adjustmentsoshis rejects the neoclassical
model with convex adjustment costs only and bugesup the argument that
adjustment costs are more complex than we oncegtho@ur estimates imply that
frictions are important in determining firm’s integent dynamics: traditional

representative agent models with convex costs g@iisadent only seem to be
incapable of capturing the dynamics of investmeaiat @apital accumulation.

One of the gains to structural estimation presemtdbe present paper is to use
the estimated parameters for policy analysis. @t work will be the evaluation of
the estimated model in terms of its predictionsthad (dis)aggregate effects of an
investment tax credit.

An issue that we plan to explore further is whetlte® presence of non-
convexities at microeconomic level matters for aggte investment. Whether, for
example, the aggregation of individual agents fgeion convex (lumpy) adjustment
costs generates differences in the paths of aggrégaestment to external shocks and
whether linearity in the underlying adjustment cssticture determines the paths of
business cycles. This issue of aggregate implicatitas already drawn considerable
attention in the literature. Caballero, Engel andltidanger (1995) find that
introducing the nonlinearities created by non-comajustment processes can
improve the fit of aggregate investment modelssfmple periods with large shocks.
Cooper, Haltiwanger and Power (1999) find thatdhee years where the interaction
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of an upward sloping hazard and the cross sectidistlibution of capital vintages
matters in accounting for aggregate investment.

Whereas the analysis has taken labour as flexidnt¢off of production and
already being maximized out of the problem, theusimipent cost function could be
augmented to include interactions between labodr @pital inputs. In future, our

study will gravitate to this interesting topic too.
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Data Appendix

Sample Selection

The source of the data set used in this papeeifGAP databank, which is a database
providing financial, statistical and market infooa for the publicly traded
companies in Greece. The data set covers, nottbalpig manufacturing firms, but
almost all the Greek manufacturing sector. Foranalysis we pooled all the active
Greek manufacturing firms that ICAP database haallabe information for the
period 1996-2002. The elimination of firms is conthd following a number of steps:
1. We filter the data depending on the availabilitytbé plant, property and
equipment data points. We delete firms with missiata points for the book
value of capital stock on plant, property and emept. The total number of
firms after this elimination is 2097. These firm@mprise a balanced panel of
14679 observations over the period 1996-2002.
2. We only keep firms if they have profits informatiorhis leads to 1690 firms
on 11830 observations.
3. We do not accept this as our final dataset. We meettlete the firms which
have involved in significant acquisitions or megyefhere are different ways
to eliminate these firms. Bayraktar (2002) adopesrmethod that Gilchrist and

Himmelberg (1995) propose and excludes the firmenghkier

G -G~ 1, +R[>0.15G,

where G, is the book value of the capital stock, is nominal capital
expenditure andR is the retirement of capital. We do not use tloisriula.

Following Bayraktar, Sakellaris and Vermeulen (20@Bactically we assume
that investment rates higher than 90 percent arasuomgng a merger or
acquisition. We exclude from our panel all the Srmat display investment
rate over 90 percent in any year among the per8#6-2002. This leads to
our final balanced panel dataset of 1419 firms 68390observations for the
period 1996-2002. Every firm has exactly 7 obseovet (6 observations for

investment).
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Description of the Variables

Raw variables from the ICAP CD-rom:

LAND AND ESTATES

BUILDINGS AND STRUCTURES

MACHINERY AND EQUIPMENT

NET PROFITSthe nominal book value of net profits (net oftcolsproduction).

Constructed variables

Book value capital stockp, K, : the book value of the capital stock was constadibte

the calculationLAND AND ESTATES + BUILDINGS AND STRUCTURES +
MACHINERY AND EQUIPMENT + INTANGIBLE FIXED ASSETS

Investment at current pricesp,|l,: since gross investment is not directly available

from ICAP database, it has to be constructed udiwreciation and capital stock

observations. We use the accounting idenfity = p,,,K,,; - p K (1-9).

Investment price deflatorwas taken from OECD data source (“deflator fowalto

investment”), (based year 1995)

Real investment],: is constructed as investment at current pricetaef by the

investment price deflator.

Real capital stock,K,: constructed as book value capital stock deflatgdthe

investment price deflator.

Investment rat ,l— .
K t

Greek GDP deflatorwas taken from OECD data source (based year 1995)

Real net profitsconstructed as net profits deflated by the Greble @eflator.
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1. Introduction

In a competitive environment, firms are forced adopt strategies in order to
confront competition, increase profitability and nket share. R&D investment has an
essential role in these strategies, although itdissnguished characteristics from other
investments. Since more than half of the investsiant associated with salaries of skilled
— expert workers and scientists, the degree ofrtaingy associated with its output may
influence the investment rate over time (Hall, 200R&D investment generates profits
with a time lag (Aboody and Lev, 2001; Jeffersd®Q@&), and hence should be sustained at

a certain level (Hall 2002).

The continuous substitution of knowledge (intangithpital) for physical (tangible
capital) the last decades, has shown the importéatof R&D on the performance of the
firms (Lev, 1999). R&D investment has been studien several different perspectives.
Thorough research using a production function aggrohas been done by Griliches as
early as 1979. Verspagen and Los (2000) reseatblecB&D spillovers and productivity,
while Hall (2002) studied the financing of R&D. Addy and Lev (2001), Ding, Stolowy
and Tenenhaus (2007), Jefferson , huamao, XiaajugXiaoyun (2006), studied the time
lag of R&D on profitability and the contribution tihe future earnings of the firm. In
addition to those studies, Lev and Sougiannis (18®énd a positive correlation between

R&D expenditures and economic growth.

The questions addressed in this paper aim to n&dsehe influence of R&D on

profitability, the time period for profit realizain and the existence of decreasing returns.



We used data from the balance sheets of 36 industnd computer firms listed in the
Athens Stock that report R&D stock, from the tdtdB, for the period 1995-2000.Using
panel data estimations, we found that R&D needgast two years to positively affect

profitability. Moreover, this impact exhibits deamng returns.

The paper is organized as follows: Section 2 githes theoretical framework.
Section 3 describes the data, presents the methgpdahd discusses the empirical results.

Finally, section 4 offers some concluding remarnkg policy implications.

2. Theoretical framework

R&D and implementation of new technologies, for ducts development and
innovative production processes, are used in dalerovide differentiation that can yield
competitive advantage and lead time over rivalsndfiald, 1968; Baily, 1972). Hence, the

firm invests in R&D and innovation to achieve marklkare and monopolistic profit.

Hall (2000) states, that more than 50% of the R&Br&ling is associated with salaries
and wages of highly educated scientists and engin@eir efforts create an intangible
asset (know how), from which profits in future yeavill be generated. Low investment in
R&D reduces innovation and knowledge creation, Whit turn reduces productivity as

well as investments in both physical and humantab{Rogers, 2005).

R&D has generally been ignored, partly due to daalability problems. Sougiannis
(1994) notes that most of the results that showsignificant relationship between R&D

and future benefits, may be due to sample sizesareh design, statistical techniques and



quality of the R&D data used. Studies in researdknsive industries show that R&D

investments give above average returns (Grabodskg).

A business unit with higher productivity is genérahore profitable. There are many
other factors that influence performance, that ih@ufd take into consideration in order to

check the importance of innovative intangible capstock.
Hence, we posit the following hypothesis.
Hypothesis 1. R& D stock isrelated to profitability.

The time lags are a major concern in the data aatysis. First of all a research may
take a few years to complete. After completionmey take a couple of years to start
showing results (Griliches, 1979). This may be ohthe most important reasons to check
variation over time and to research more than Ssye& firm level data. Some of the

studies use 15 years of data.

Jefferson (2006) finds that the returns to indabfR&D appear to be at least three to
four times the returns to fixed production assdéisere is a direct positive correlation
between R&D expenditures and economic growth. LeSatugiannis (1996) found that the
useful life of R&D varies from 5 to 9 years, whdoody & Lev (2001) conclude that the
estimated duration of the benefits from R&D proge@d seven years and most of the
operating income benefits are generated in 3 yieans the R&D investment. Hence, we

posit the following hypothesis.

Hypothesis 2. Thereisatimelag for the R&D stock to show results.



If we assume the production function exhibits tkeal properties, then the R&D stock
as a production factor should exhibit decreasinggimal returns. Thus, we posit th&' 3

hypothesis.

Hypothesis 3. The R&D stock exhibits decreasing returns.
3. Data, Methodology and Empirical Results

We used data from the balance sheets of 36 induatnid computer firms listed in the
Athens Stock that report R&D stock, from the tatdB, for the period 1995-2000. The

firms are the most important manufacturing and aaterpfirms in Greece.

We define gross profit to sales ratiBRSL) as a proxy for business performance. We
used the gross profit to sales ratio as the depewaigable in our model, because it is more

closely related to monopolistic profit.

Firms that report R&D investments in their balarsieeets, include research and
development expenditures for new products developmianovations in production,
software systems, brand development and othergiltkes. Hall and Hayashi (1989), state
that R&D is an important intangible capital thatnckead to more long-lasting and
supranormal returns; it is embodied in the firm #&sdmployees and includes knowledge,
accumulated know-how, technical expertise, tradees®, patents, et&Knowing that, we
used the R&D stock to total assets, denote@@FA, as an explanatory variable in our

model

We finally used the following control variablesrsfi, the cost of goods sold to

inventories ratio denoted &GS NV, as a proxy for the corporate management and second



the size of the firm proxied either by the logamthof salesIZE) or by the logarithm of

fixed assetsL(FA).

Tables 1 and 2 present the descriptive statistich the correlation matrix of the
variables used in our models. Data show a 28,4%ageegross profit to sales ratio and an
average of 1,8% R&D stock to total assets. In atmoce to our findings, Voulgaris,
Asteriou and Agiomirgianakis (2004), also calcullaten average of 25% for gross profit
ratio for SMEs and an average of 28% for LSEshgirtsample from the manufacturing

sector.

Following the discussion of the previous sectiohe trelationship between firms’

performance and the explanatory variables is modadefollows:
Profitability = f(research and development, control variables)

WhereGPSL stands for profitabilityRDTA with one and two lags stands for research and
development an@IZE, LFA and CGSINV as control variables. Finally, to test th& 3

hypothesis for decreasing returns to R&D we inctuthee square®DTA with two lags.

Table 3 presents the panel estimations. In estimgtanel data the unobserved
effect or individual heterogeneity is random andudti be tested for random effect or fixed
effect. If the unobserved effect is uncorrelatedthe observed explanatory variables
(cov(x,,c;)=0, t=1,2,...T) is called random effect otherwise fixedeef. Hausman test
suggested, in our case, that the unobserved éffectrelated to the observed explanatory

variables and therefore the fixed effect methoeh@se robust than random effects analysis

for the estimation of the parameters. The costhid tobustness is the exclusion of the



time-constant observables. However, since our skettaoes not include any time constant

observable explanatory variable, this cost is et low.

We conclude that R&D investments have a negaitifleence on performance, for
the year following the year of the investment, sitite novelty of the methods introduced
to production processes requires a learning andstdent period. The strong positive

coefficient on thg RDTA] ,_, term explains that there is a positive influent&&D on the

profitability of the firm on the following 2 year§his means that, we have to wait for 2
years after the investment in order to have stpsgitive returns iltcPSL. Hence, our first
and second hypotheses are valid and R&D is relatguofitability and there is a time lag

in order for the R&D investments to show results.

Based on our findings, we suggest smooth and densimivestments in R&D. The
managers have to wait for 2 years in order to h@ositive results from R&D. From our
experience from the internet industry, internet pames need a period of two years from
new product development and R&D investments, ireoitd increase sales and profits.
Hence, companies with late reaction to the compatiteed around 2 years to react to the
new technologies, and another 2 years after impigatien, concluding to a time span of
four years. Branch (1974) finds that there is a ¢dgd years between introducing an
innovation to practice and receiving a patent oiffitat is why he used the patents received

in year t as an index of a firm’s R&D output in yéa.

The negative coefficient on t{RDTA] 2, term suggests that the third hypothesis

for the existence of decreasing marginal returnsujgported by the data. Therefore, the

continuous increase of R&D share to total asset®idollowed by equivalent increase in



profitability and even more the level of R&D invewnt has an upper limit after which

profitability decreases. In order to estimate tippar level ofRDTA, we take the partial

derivative of GPSL with respect [®DTA] ,_, from the (A2) model in Table 3. Hence:

0GPSL
——— =0=Db, +2b,[RDTA],_, =0=[RDTA],_, = 0157
a[RD-I-A]t_2 bl 2[ ]t 2 [ ]t 2

Where b, is the estimated coefficient of tH{&DTA],_, and b, is the estimated

coefficient of the squargdRDTA] ,_,. Thus, the upper limit for R&D as share of totaledss
Is 15.7% and after that profitability decreasesingshe partial derivative o&GPSL with
respect tgRDTA],_, from the (A2) model, we also find that an increasethe share of

R&D to total assets by of 1% leads to an increas&RI. by 1.69%.,in the following two

years.

0GPSL

"=  =ph +2b[RDTA]. , =1.975- 2[6,269[0.023= 169
o[RDTA],_, b, + 20, Je-z .

CGSINV show a negative influence on performance in allmodels. This means
that lowering the stock the performance decreasesntrast older findings that, it is large
inventories that create a drag on firm’s perfornea(@€hhibber and Majumdar, 1999). This
may be due to the fact that further lowering ineeies leads to operational and sales

problems.

Finally, the size has a negative influence on gpeéit margin (in contrast to the theory).
This may be true for Greece as the major compaaresold, former state owned
companies, and we find in literature that the afyéhe firm has a negative influence on

performance (Majumdar, 1997). Moreover, althougboaitive relationship between size



and profitability is expected, firms that grow atrate faster than that which the
entrepreneur can manage may experience diseconofrgesle which reduce profitability

(Glancey, 1998).

4. Conclusionsand policy implications

In our study we undertook an empirical investigatusing panel data methodology
for 36 industrial and computer companies listethenAthens Stock that report R&D stock,
for the period 1995-2000. Our findings suggest tinat effect of R&D investment on

profitability becomes positive after a period obtyears with decreasing returns.

More specifically, the production costs tend tor@ase in the short run, because
new product development, new production methodsi@iodmation technology, need time
to show results, since the novelty of the method®duced into the production processes
creates turmoil during the adjustment period. Txqtains the negative relation of R&D to
profitability for the subsequent of the investmgetr. Finally, 2 years after the R&D
investment, the new methods and improvements &#eféunctional and absorbed and we

can see positive returns on profitability, but wdcreasing results.

Although we have results in accordance to the theforther research should be
done using data from the income statements ofitims fas many of the R&D expenditures
are calculated in the income statements and ntitetdalance sheet. Only the 30% of the
companies in the Athens Stock Exchange calculat® R&penditures in their balance
sheet. Matteucci and Sterlacchini (2005), also dotivat only 34% of their sample from
Italian manufacturing firms, do report R&D expemndds. We can also find in the literature

that most companies do not capitalize R&D, evennwaecounting standards allow them



the option. The difficulty on modeling such a reskais that many of the R&D
expenditures are calculated in the income statesmast production costs and not
specifically as an R&D figure. Furthermore, R&D aimhovation is a value that many
times is not calculated in the financial statememnisv (2003), comments that most
companies do not report how much they spend on ameel training, on brand
enhancement, or on software technology. Most oftitnes, R&D and innovation is an
intangible asset that has to do with entreprengurahd the owner’s innovative ideas.
Many of the assets bought for production, involighitechnology and R&D, but the extra
value is paid as a product and is not calculatetierbalance sheet. The companies should
calculate this extra value and take it into accountthe intangibles, with annual
depreciation, and not just calculate it as expemsdke income statement. Though, this
direction deals with the personality and educatanthe entrepreneur. Lev (2003)
comments that managers tend to manipulate and imtegdexpense R&D expenditures
in order to meet profit goals. The same problersegrivhen many innovative products and
R&D expenses are paid through operating leasinghemte they are also calculated as

production expenses in the income statement.
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Appendix

Table 1: Descriptive Statistics

Mean Std Dev Minimum Maximum
GPSL 0.284 0.117 0.058 0.597
RDTA 0.018 0.030 0.000 0.187
[ROTA] ., 0.022 0.036 0.000 0.201
[RDTA] ,_, 0.023 0.037 0.000 0.201
SIZE 17.612 1.182 15.669 21.909
LFA 17.052 1.396 13.143 20.732
CGSINV 7.051 11.674 0.869 70.446
Table2: Correlation Matrix
GPSL [RDTA],; [RDTA],_, [RDTA] f_z SIZE LFA CGSINV
GPSL 1
[ROTA] -0.629 1
[ROTAl _, -0.752 0.934 1
(RDTA] 12-2 -0.120 0.853 0.921 1
SIZE -0.273 -0.103 -0.050 -0.073 1
LFA -0.150 -0.292 -0.260 -0.327 0.783 1
CGSINV -0.165 0.108 0.121 0.033 0.095 -0.020 1
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Table 3: Panel estimations. Dependent variable GPSL

Model A1 Model A2 Model B1 Model B2
[ROTA] _, -0.823* -0.698*
(-2.558) (-2.317)
[ROTA] _, 1.041% 1.975% 0.950% 1.961%
(2.826) (2.906) (2.566) (2.886)
(ROTAI 2, -6.269* -6.412%
(-1.948) (-01.996)
CGSINV -0.102* -0.106* -0.129* -0.125*
(-1.688) (-1.720) (-2.097) (-2.022)
SIZE -0.035%++ -0.018*
(-2.649) (-1.665)
LFA -0.015* -0.960*
(-2.603) (-1.720)
R? adjusted 0.929 0.926 0.929 0.926
F-statistic 36.142 33.498 37.514 34.588
Prob(F-statistic) 0.000 0.000 0.000 0.000
Hausman test x*(4) =1.224 x*(4) =5.507 x*(4) =2.478 x? (4) =7.609
p=0.874 p=0.239 p=0.648 p=0.107

T statistic in parentheses.

% xk * indicate a significance at the 1%, 5% and 10% levels respectively.
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