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Examining multi-model ensemble forecasts of a simple physical system suggests new
insights into probabilitic forecasting. The limitations of initial condition ensembles
from imperfect models in the case where arguably each model provides high quality
forecasts, are illustrated using observational data from a nonlinear circuit. Methods
for interpreting agreement between model distributions are discussed, as well as the
implications for forecasting when the ensemble distributions are not very similar. Ker-
nel dressing methods (Roulston and Smith) and Bayesian Model Averaging (Raftery
et. al.) methods are discussed in this context. Fundamental limitations on interpret-
ing forecasts based upon ensembles of simulations as a (decision-relevant) probability
forecast are highlighted and more general implications for probabilistic forecasting
are considered.
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