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Parameter estimation in nonlinear models is a common task, and one for which there is no general solution at present. In the case of linear models, the distribution of forecast errors provides a reliable guide to parameter estimation, but in nonlinear models the facts that predictability may vary with location in state space, and that the distribution of forecast errors is expected not to be Normal, means that parameter estimates based on least squares methods will result in systematic errors. A new approach to parameter estimation is presented which focuses on the geometry of trajectories of the model rather than the distribution of distances between model forecast and the observation at a given lead time. Specifically, we test a number of candidate trajectories to determine the duration for which they can shadow the observations, rather than evaluating a forecast error statistic at any specific lead time(s). This yields insights into both the parameters of the dynamical model and those of the observational noise model. The advances reported here are made possible by extracting more information from the dynamical equations, and thus improving the balance between information gleaned from the structural form of the equations and that from the observations. The technique is illustrated for both flows and maps, applied in 2, 3, and 8 dimensional dynamical systems, and shown to be effective in a case of incomplete observation where some components of the state are not observed at all. While the demonstration of effectiveness is strong, there remain fundamental challenges in the problem of estimating model parameters when the system that generated the observations is not a member of the model class. Parameter estimation appears ill defined in this case.
Parameter estimation is often approached in a “statistical” fashion focused on the forecast error distribution for a given lead time. In this letter, we argue that more insight can sometimes be gained by adopting a “geometric” approach, the main distinction being the emphasis placed on the existence of model trajectories which resemble segments in the time series of observations. This reduces the role of traditional summary test statistics using observations and forecasts at a given lead time or set of lead times. Instead we consider, for a given parameter value, the duration over which the model admits a trajectory that shadows the observations. Statistics of the duration of shadowing times are then used to select good parameter values. This enhances the balance between the information contained in the dynamic equations and the information in the observations themselves. The nonlinearity of the problem inextricably links parameter estimation [34], state estimation (“noise reduction” [11]) and specification of the noise model (that is, the statistical properties of the observational noise). The information in the intermediate term model dynamics is complementary to that implicit in the invariant measure, as exploited by McSharry and Smith [22]. Creveling et al (2008) have used synchronisation for parameter estimation.

Candidate parameter values are evaluated upon how well corresponding trajectories (and pseudo-orbits [15, 17]) mimic the observations. Model trajectories close to a segment of observations are found by gradient descent [6, 15, 17, 27, 28] (note, however, reference [18]). For each parameter value we quantify (i) the ability of model trajectories to \( \tau \)-shadow [7, 32] uncertain observations, (ii) how well model pseudo-orbits approximate relevant trajectories and (iii) the consistency of the distribution of implied-noise with the noise model (when one is known [26, 35]). The results in this letter fall within the perfect model scenario (PMS), in which there exists a parameter set (for the dynamic model and the noise model) which admits the trajectory which did, in fact, generate the observed data. Thus the mathematical structure of the model equations are “correct”, but the true parameter values are unknown. It is important to note that while the true parameter values are unknown, they are well defined within PMS; it is unclear how one might define “optimal parameter values” when the model structure is imperfect. Given PMS, our approach could, no doubt, be cast into a proper Bayesian perspective, a point we return to below.

The problem of parameter estimation in the general context of nonlinear dynamical systems is presented in the next section. By moving from the model state-space to a higher dimensional sequence space (in which a sequence of state estimates composes a single point)
we can see the relation between trajectories of the model and a time series of observations. For a particular parameter value, pseudo-orbits (and trajectories) are found which resemble both the observations and model trajectories. The strength of that resemblance is then used to evaluate the quality of that candidate parameter value. Specifically, properties of the distribution of shadowing trajectories along with a comparison of the distribution of implied-noise with the known noise model are used to quantify the goodness of fit. Loosely speaking, the best parameter values are those which shadow longest.

**The Problem in context**

Even if the functional form $F(x, a)$ of a model (that is, the model class) is known to match that of the system exactly, perhaps from true first principles, a value for the vector of model parameters, $a$, must be estimated from observations $s_i$ of the state variables $x_i$. We consider the case where both the functional form of the dynamical system and the nature of the observational noise are known exactly. In other words, the noise model is exact and the functional form of the dynamic model is known.

For nonlinear models, the problem is more subtle than might first be imagined. Naively one might hope that, given this perfect model scenario and observations over a sufficiently long duration, it would be possible to “solve” the inverse problem completely: to identify both the parameter values and the “true” trajectory to arbitrary precision. In fact, this is not the case given a chaotic model; even when the parameter values are known exactly, the observations extend into the infinite past and the noise model is known exactly the true state cannot be identified (see [15, 17] and references thereof). What then can be extracted from a finite series of observations given an exact observational noise model and the functional form of the system, but no information on the parameter values?

We do not attempt to answer this question in full, but demonstrate progress within PMS. It is interesting to note that fundamental questions of parameter estimation in nonlinear systems remain open [3, 4, 8, 26, 35], even in the perfect model case.

**TECHNICAL STATEMENT OF THE PROBLEM**

Suppose the evolution of a system’s state variable, $x_i \in \mathbb{R}^m$, is determined by the map

$$x_{i+1} = F(x_i, a),$$

(1)

where system parameters are contained in the vector $a \in \mathbb{R}^l$. For $m = 1$, the state $x_i$ is a scalar; assuming additive measurement noise $\eta_i$ yields observations $s_i = x_i + \eta_i$. In a
Markovian system, knowledge of past states adds no additional information regarding the future if the current state is known; given only an observation of the current state however, past observations \( s_i \) may hold significant additional information. In this case \( l + 1 \) sequential measurements \( s_i, s_{i+1}, \ldots, s_{i+l} \) would, in general, be sufficient to determine \( a \) in a noise free setting (i.e. \( \eta_i = 0 \forall i \)). With observational noise, the task is somewhat harder.

A pseudo-orbit \( U \) of the map \( F \) is a series of points \( u_i \in \mathbb{R}^m \) in state-space such that \( |u_{i+1} - F(u_i, a)| \) is small but not zero (if each term was zero, then \( U \), that is the sequence \( u_i \), would be a trajectory segment). For realistic levels of observational uncertainty, the state observations \( s_0, s_1, \ldots, s_N \) form a pseudo-orbit. For a given pseudo-orbit, define the mismatch as \( (u_{i+1} - F(u_i, a)) \); define the implied-noise as \( (u_i - s_i) \). Obviously, we will aim to find pseudo-orbits which remain close to the observations and yet whose mismatches have a distribution significantly narrower than that corresponding to the observations. When the mismatch takes on small values then (i) there are likely to be trajectory segments close to the pseudo-orbit and (ii) we can establish whether or not the distribution of the implied-noise is consistent with the true noise model. A segment of a trajectory is said to \( \tau \)-shadow a set of observations if the implied-noise series is consistent with the noise model (an operational definition of “consistent” is given below). For each observed state, a set of candidate states are found, each candidate corresponds to a trajectory which will shadow the observations for some period. The shadowing time corresponding to an observed state is the duration of the longest shadowing trajectory segment found among the candidate states tested; the distribution of shadowing times is thus an indication of model quality. One thing that distinguishes our approach from traditional methods based on forecast errors is that statistics of the distribution of shadowing times quantify the time scales over which the dynamics of the model reflect those of the observation. Most traditional forecast statistics, on the other hand, quantify how well the dynamics of the system mimic those of forecasts at a fixed lead time.

States along a pseudo-orbit are used as candidate states from which the distribution of shadowing times is established, and the distribution of shadowing times is then used to identify good parameter values. Perhaps the most accessible set of candidate states come from the pseudo-orbit corresponding to the observations themselves. This approach can outperform parameter estimation based upon linear least squares. As noted by a reviewer, computational constraints will restrict the quality and number of candidates tested. If the
computational resource is too small, the results are unlikely to be robust. For simplicity, only forward shadowing times from the pseudo-orbit are considered; in the results presented below, methods for finding longer shadowing orbits will be reported elsewhere.

Gradient Descent.

The extent to which a pseudo-orbit reflects the quality of a parameter set rests on the quality of the minimisation of the mismatch error given some fixed computational resource. For simplicity, we adopt a sequence-space gradient descent (GD) approach to finding pseudo-orbits. For a given segment of length $N_a$ or equivalently a single point in the $m \times N_a$ dimensional sequence-space, the algorithm (see [6, 15, 17, 18, 28] for details) aims to minimise the mismatch cost function

$$C_{MM}(\mathbf{U}, a) = \sum_{i=0}^{N_a-2} ||u_{i+1} - F(u_i, a)||,$$

by adjusting the components of the pseudo-orbit with $a$ fixed. It is critical to note that this is the cost function for the GD algorithm; while a function of $a$ it is not the cost function for identifying good parameter values. As noted throughout, good values of $a$ are identified using the distribution of shadowing times for each value of $a$. Also note the only dependence on the observations is in terms of producing starting conditions (see [15] for discussion). To ease comparison with other previous work [6, 15–17, 22, 26, 28, 30, 35] we use the distribution of shadowing times for parameter estimation in the two-dimensional Hénon map [12] in delay coordinates, $F(x_i, x_{i-1}) = 1 - ax_i^2 + bx_{i-1}$, where $a_0 = 1.4$ and $b_0 = 0.3$. (The details of all systems used are given in the appendix.)

Although there are no local minima in the sequence-space (Footnote: For a proof that the only minima are system trajectories where $C_{MM}(\mathbf{U}, a) = 0$, see [15]. All points corresponding to trajectories are minima.), the GD algorithm is run for a pre-determined time and thus a trajectory (a global minima) is not obtained; denote the best pseudo-orbit found (for the moment, take this to be the pseudo-orbit with the lowest values of $C_{MM}$) as $z_i$. When the GD algorithm is applied over a series of overlapping windows, then a number of pseudo-orbits will be found for each time $i$; for simplicity we consider only one pseudo-orbit over the entire duration of the observations.

What is noise, exactly?

The noise model is an important component of every data analysis; ideally a robust methodology for estimating parameters will support, inform, or even reject the \textit{a priori
noise model in the context of the model class. Below we assume a noise model of additive, independent and identically distributed (IID) observational uncertainty; the distribution will be taken to be Normal with mean zero and known standard deviation. In this context “noise level” implies standard deviation. Similarly the “implied-noise level” is defined as the sample standard deviation of the distribution of implied-noise. Note, of course, that in nonlinear systems it may be possible to extract a smaller implied-noise level at the cost of violating the assumed form of the distribution. Inasmuch as we initialise the GD with the pseudo-orbit consisting of the observations and aim to explicitly minimise the mismatch cost function, the final pseudo-orbit obtained is often found to have an implied-noise level less than the true noise level. (That is, the pseudo-orbit found is closer to the observations than expected, given the noise model.) If there is good reason to trust the a priori shape of the distribution of the noise, then the apparent improvement reflected in the “lower” noise level is in fact a chimera, to be ignored. Within PMS, there is no dynamic noise unless it is specified within the model. Outside PMS, it is unclear whether or not this type of additive noise model makes any sense.

Shadowing times

Although superficially similar, the question of whether a model shadows a set of observations is a fundamentally different notion from the traditional question of whether or not one mathematical system can shadow the trajectories of another [7, 20, 29, 32]. Traditional shadowing [29] involves two well-defined mathematical systems while our ultimate interest is between a set of numbers (the observations) and a mathematical system (the proposed model). Even within PMS there may be insufficient information in the observations to provide accurate estimates of the parameter values. In the more general case where the model structure is uncertain, we cannot rationally assume that any “true” parameter values even exist. Details of the distinction need not concern us in depth here, where the relevant question is: for a given segment of observations, does the system admit a trajectory such that the residuals defined by the trajectory and the observations are consistent (in distribution and in dynamics) with the noise model. More precisely: what is the largest $k$ such that, for some model state $x$, the time series $r_i = s_i - F^{(i)}(x, a), i = 0, ..., k$ is consistent with the noise model?

For uniform bounded noise this test is straightforward: we might merely compute the number of consecutive residuals, $r_i$, which are less than the bound. For Gaussian distributed
observational noise there are a variety of approaches; we adopt a simple method based on threshold exceedence that, no doubt, could be improved upon. Given that the noise model is unbounded, any observation is conceivable; we look for relevant [2] shadows within a certain probability bound. Specifically we test the null hypothesis that the set \((r_i, i = 0, 1, 2, ..., k)\) is consistent in distribution with a draw from a Gaussian distribution of specified variance. In practice, we require both that the 90\% isopleth of the residual distribution falls below the 99\(^{th}\) percentile of the distributions of .90 isopleths given \(k\) draws from a Gaussian distribution, and that the median of the residual distribution falls below the corresponding 90\(^{th}\) percentile for the median of our noise model. Together this implies that the chance rejection rate is \(\sim 0.001\), which will yield good results as long as the shadowing times we test are below 100 (as they are in the results presented here).
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**FIG. 1:** The median (solid), 90\% (dashed) and 99\% (dash-dot) isopleths of the distribution of shadowing times (over 512 statistics in sample) for (a) the Hénon map with \(b=0.3\) and (b) the Ikeda map. The vertical line represents the location of the unknown true parameter.

At a given observation in time \(t\), we are most interested in the longest shadowing trajectory that the model admits for a given set of parameter values. To obtain the results below, we consider only a finite set of candidate trajectory segments for each observation and define the shadowing time \(\tau_{\text{sh}} = \max_x \tau_s(x, t)\) where the maximum is taken over all \(x\) values tested (Here \(\tau_s(x, t)\) is the duration over which the trajectory from the state \(x\) shadows the series of observations starting at time \(t\)). In the results presented below, only three candidates per observation were tested: the corresponding state on the pseudo-orbit, the image under \(F\) of the previous state on the pseudo-orbit, and the state midway between these two. Given a
shadowing time at each state on the trajectory, we have a distribution of shadowing times for a given parameter set. Once a range of empirically reasonable parameter values is in hand, one may wish to employ more complicated methods to identify shadowing trajectories [7, 10]. Simultaneous estimation of two parameter values is demonstrated in the next section.

Panels in the first three figures show median, 90 and 99 percent isopleths of the distribution of observed shadowing times, the true parameter value is denoted by a vertical line. These figures establish that our approach can be effective in 2-dimensional chaotic maps, 3-dimensional chaotic flows and partially observed 8-dimensional chaotic flows. (Details for each system are given in the Appendix.) Before discussing these individually, note that in each case the vicinity of the true parameter value is clearly indicated. The choice of isopleth is not critical, although sampling variations will of course, become an issue for extreme values of the distribution. Thresholds will vary with the size of the data set and the noise model; a straightforward bootstrap re-sampling approach can identify how robustly a given isopleth can be estimated. For both the Hénon system (panel A) and the Ikeda system (panel B) in Figure 1, the median and 90% contours provide good parameter estimates, while the 99% contour suffers from small-sample effects.

Panel B of Figure 2 shows isopleths for the Moore-Spiegel [25] third order ODE, again good parameter estimates are shown. Panel A of the same figure reflects a systematic bias in least squares approaches to parameter estimation. The ability to outperform least squares comes as no surprise, due to the nonlinearity of the systems [22] and the variation
in predictability of even infinitesimal uncertainties [31, 36]

Figure 3 considers the case of higher dimensional systems where the state vector is not completely observed. In such cases the shadowing-time is determined without placing any constraints whatsoever on the value taken by the unobserved component(s). In panel A seven of the eight components of the state vector are observed, in panel B only 5 of the eight components are observed. In both cases, the “true” parameter value is clearly indicated.

FIG. 3: Shadowing time isopleths as in Fig 1. for 8-D Lorenz96 given only partial observations, a) the 8th component of the state vector is not observed b) none of the 2nd, 5th or 8th variables are observed only the other five components. In this case the noise level is 0.2.

DISCUSSION

The problem of parameter estimation in nonlinear systems differs fundamentally from its well-understood counterpart in linear systems. Variations in the shadowing time distribution with parameter may yield more insight than maps of root-mean-square forecast error, or other linear statistics which have well-known shortcomings in nonlinear models (see [22] and references therein). It would be interesting to extend the work presented above by locating the regions in state space where the model can not shadow and contrasting them with regions identified as having inconsistent dynamics by other means (as in McSharry and Smith [23]).

Communicating the uncertainty in estimated parameters of nonlinear models remains challenging. In linear stochastic systems, nearby parameter values result in similar short term dynamics and similar (Gaussian) asymptotic distributions (invariant measures). In that context, the statement $a_0 \pm 0.1234$ is a useful characterisation of the uncertainty in
a parameter $a$. In nonlinear deterministic systems in general, and structurally unstable systems [9] in particular, this is no longer the case. In short, the idea of “goodness” being related to the difference between the proposed parameter set and “true” parameter values must be rethought: if the goal is to identify parameters that might have actually generated the observed data, then each candidate parameter set must be assessed on its own merits.

The shadowing approach may prove relevant to environmental modelling. Even in systems as unwieldy as multi-million-dimensional operational climate models, variations in parameters over the relevant range of uncertainties yield demonstrably nonlinear effects [33] in the most basic summary statistics (i.e. climate sensitivity); we note that the gradient descent methods above have been used on models of this level of complication [18]. Outside PMS there may be no single “optimal” parameter, of course. In this case shadowing times have the advantage of providing information on likely lead times at which a forecast will have utility. We also note that the timescales on which the dynamics of the model are consistent with the noise model and the observations can be of use in setting the window of observations to be used, and the effectiveness of, variational approaches to data assimilation [18]. If no model trajectory is expected to be consistent, then the output of variational methods can be expected to be misleading.

Within the perfect model scenario, our approach might be profitably recast in a Bayesian framework. Our computationally less expensive shadowing cost function might, for example, be used as an importance sampler in place of a more computationally expensive invariant measure cost function. Difficulties in traditional likelihood based approaches in this context are nicely clarified by Berliner [1]. Coherent Bayesian formulations condition the probabilities extracted upon all information available [30]. For the systems considered here, that information includes the fact that the data were generated by a deterministic system of known mathematical form. To assume some stochastic model for the sake of applying a so-called “Bayesian technique” is to fail to grasp the fundamentals of Bayesian analysis. The dangers are illustrated elsewhere (see [16]), we merely note that the common stochastic version of both the Logistic map and the Hénon map are unstable: with probability one, trajectories under the stochastic version of either map will diverge towards attractors at infinity, making attempts to match either long term dynamics or invariant measures somewhat dubious.

Our approach provides information in addition to the shadowing times. Panels of Figure 4
FIG. 4: Information from a pseudo-orbit determined via gradient descent applied to a 1024 observations of the Hénon map with a noise level of 0.05. (a) standard deviation of the mismatch, (b) standard deviation of the implied-noise, (c) a cost function based on the model’s invariant measure (after Fig.4(b) of ref [22]), (d) median of shadowing time distribution.

show the variation with the two parameters in the Hénon map of (a) the standard deviation of the mismatch; (b) the standard deviation of the implied-noise; (c) a cost-function based on the invariant measure (after [22]) and (d) the median of the distribution of shadowing times. Contrasting the properties of the implied-noise with those expected from the noise model provides an after the fact consistency check on the procedure.

The fine structure (“tongues”) in Fig. 4 (c) arises due to sensitivity to the parameters, nevertheless its minima are in the relevant regions. Contrasting panels (c) and (d) of figure 4 reveals that shadowing times provide information complimentary to that obtained by
estimating the invariant measure (the $C_{ML}$ of ref [22]). Figure 5 shows both the duration corresponding to the 90% isopleth of the distribution of shadowing times and a circle within which the implied-noise level is less than or equal to the true noise level. Maps of shadowing times provide complimentary information quantifying the time scales on which the model dynamics reflects the observed behaviour. We conclude that better parameter estimates can be obtained by quantifying the realism of both the short term dynamics (shadowing trajectories) and the long term dynamics (invariant measure). Ultimately, questions of which is “right” are mute due to the finite duration of any data set.

Figures 4 and 5 summarise the main results of this letter: statistics of the distribution of shadowing times provide an unambiguous indication of the “true” parameter values. Only in the perfect model case can we be certain that some single ideal balance between the information in the dynamic equations and the information in the observations even exists. When the model class is inadequate we no longer expect the invariant measure to be informative; considering shadowing times, however, can identify parameter values which can mimic the dynamics, quantify the time scales on which they can shadow, and extract information for improving the model class itself. This is a significant step forward. It will be interesting to examine the performance of this approach in a variety of systems, model classes and noise levels.
FIG. 5: Duration corresponding to the 90\% isopleth of shadowing time for Hénon map, the contour circle is where the implied-noise is equal to the noise level. See text for a discussion of why we expect the target parameter values to be within this contour of the implied-noise level.

Appendix: Systems considered

The four dynamical systems considered are defined below; further information can be found in the references for the Hénon Map [12], Ikeda Map [13], Moore-Spiegel system [25] and Lorenz 1996 system [24].

Hénon Map is defined by:

\[ X_{n+1} = 1 - aX_n^2 + Y_n \]  
\[ Y_{n+1} = bX_n. \]  

The parameter values used were \( a = 1.4, b = 0.3 \). Observations of the state included additive IID observation noise, Normally distributed with \( \sigma = 0.05 \).

Ikeda Map is defined by:

\[ X_{n+1} = \gamma + u(X_n \cos \phi - Y_n \sin \phi) \]  
\[ Y_{n+1} = u(X_n \sin \phi + Y_n \cos \phi), \]
where \( \phi = \beta - \alpha/(1 + X_n^2 + Y_n^2) \) and \( \alpha = 6, \beta = 0.4, \gamma = 1, u = 0.9. \) Observations of the state included additive IID observation noise, Normally distributed with \( \sigma = 0.01. \)

Moore-Spiegel system is defined by:

\[
\begin{align*}
\frac{dx}{dy} &= y \\
\frac{dy}{dt} &= z \\
\frac{dz}{dt} &= -z - (T - R + Rx^2)y - Tx.
\end{align*}
\]

The parameter values used were \( T = 36, R = 100. \) We use the fourth order Runge Kutta scheme with fixed integration time step of 0.01. Observations are recorded after each 0.05 time unit, and included additive IID observation noise, Normally distributed with \( \sigma = 0.05. \)

Lorenz96 system is defined by:

\[
\frac{d\tilde{x}_i}{dt} = -\tilde{x}_i - 2\tilde{x}_{i-1} + \tilde{x}_{i-2} + \tilde{x}_{i+1} - \tilde{x}_i + F, \quad (10)
\]

for \( i = 1, \ldots, m. \) The system used in the experiment containing \( m=8 \) variables \( x_1, \ldots, x_m \) with cyclic boundary conditions (where \( x_{m+1} = x_1 \)). The parameter value used is \( F = 10. \) We use the fourth order Runge Kutta scheme with integration time step of 0.005. The observations are recorded after each 0.05 time unit. In the first partial observation experiment, we treat the 8th variable \( x_8 \) unobserved. In the second experiment, we treat \( x_2, x_5 \) and \( x_8 \) unobserved. The observed components included additive IID observation noise, Normally distributed with \( \sigma = 0.2. \)
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