Model error in weather forecasting
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Abstract. Operational forecasting is hampered both by the rapid divergence of nearby initial conditions and by error in the underlying model. Interest in chaos has fuelled much work on the first of these two issues; this paper focuses on the second. A new approach to quantifying state-dependent model error, the local model drift, is derived and deployed both in examples and in operational numerical weather prediction models. A simple law is derived to relate model error to likely shadowing performance (how long the model can stay close to the observations). Imperfect model experiments are used to contrast the performance of truncated models relative to a high resolution run, and the operational model relative to the analysis. In both cases the component of forecast error due to state-dependent model error tends to grow as the square-root of forecast time, and provides a major source of error out to three days. These initial results suggest that model error plays a major role and calls for further research in quantifying both the local model drift and expected shadowing times.

1 Introduction

Error in weather forecasting can be attributed to two causes: deficiencies in the model, and inaccurate initial conditions (Bjerknes, 1911). Since weather models are thought to be chaotic, and, therefore, sensitive to small changes in initial condition (Lorenz, 1963), much attention has focused on the latter as a limit to predictability. Techniques which have evolved to counter it include ensemble weather prediction, where an ensemble of initial conditions, within some tolerance of the analysis (our best guess of the current state), is run forward under the model to obtain an impression of the likely range of future states (Toth and Kalnay, 1993; Molteni et al., 1996; Palmer, 2000).

While chaos certainly makes prediction difficult, it also obscures the role of model error, since as soon as a model trajectory diverges from “truth” it will presumably fall victim to the effects of chaos. Perhaps as a result, and while model error has been studied in the context of weather forecasting (Schubert and Schang, 1996; Wergen, 1992), there has not existed a satisfactory method for measuring its effect on forecast accuracy (Houtekamer et al., 1996). A lower bound can be obtained by comparing different models (Downton and Bell, 1988; Harrison et al., 1999; Richardson, 1997), but the models share common assumptions about the physics, and an upper bound is not known. Stochastic variation of model parameters (Houtekamer et al., 1996; Buizza et al., 1997), meanwhile, will reflect the sensitivity of the model to particular parameters but not to structural deficiencies. The lack of information about model error is a problem, as it not only deprives the model builders of feedback (Schubert and Schang, 1996; Leith, 1978) but also deprives the users, such as those involved in the pricing of weather derivatives, of a realistic understanding of forecast accuracy and makes it difficult to assess the effectiveness of procedures such as ensemble forecasting.

Given a particular target orbit, defined as a projection into model space of a true system orbit, this paper follows Bjerknes in dividing error into two types: displacement error, which is caused by the model being evaluated at a point which is displaced from the target orbit, and, therefore, is the same as initial condition error at initial time, and model error, which occurs when the model tendency differs from that of the target orbit at initial time, even though the equations are evaluated on the target orbit. (Terms are also defined in the Glossary.) Model error plays a part both in the evaluation of the model tendency, and in the analysis scheme which may, for example, lead to distortion over data-poor areas. It can be systematic and/or state dependent.

A key question is whether initial conditions exist where one type of error effectively offsets the other, so that the trajectory shadows (stays within a specified radius $r$ of) the target orbit. The existence of trajectories that shadow within the observational tolerance is a useful measure of model quality (Smith, 1996; Gilmour, 1998). A graphic example of the rel-
evance of shadow trajectories and model error to ensemble performance can be seen in Fig. 1, which shows errors of a ball of initial conditions run forward under a model. In the upper panels, errors are expressed relative to the model, and thus correspond to a perfect model scenario. The lower panels show errors with respect to the true target system, and thus correspond to an imperfect model scenario. (The data are for a real model/system pair based on the Lorenz 1963 equations and described in the caption, see also Orrell, 2002).

In the upper panels, the ball distorts into an ellipse but some members continue to shadow, while in the lower panels the model error causes the ellipse to drift away from the target. By time \( t = 0.08 \), no trajectory remains within the initial radius, and the model has ceased to shadow the target system.

If no initial condition within the tolerance can shadow, the final distribution of ensemble members will not accurately reflect reality. This effect is also seen in Fig. 2, which shows error growth of the ensemble members for perfect and imperfect model scenarios. In the lower panel, the error growth is dominated by the model error, rather than the spread of the ensemble. The existence of a shadow trajectory, for a relevant tolerance, can be considered a minimal condition for ensemble schemes to be effective. In general, if model error is relatively small, then it should be possible to find shadow trajectories. If model error is large, then we will see below that the model will not in most cases shadow beyond a well-defined time. Model error and shadow times are fundamentally linked.

Our aim in this paper will be to develop a method to measure the magnitude of model error, and, therefore, model quality; to compare the effects of model error with those of initial condition error; and to determine the effect of model error on shadowing performance. We begin to explore the relationship between model error and shadow times in Sect. 2 by linearising the dynamics for a shadow trajectory around a target orbit. This technique leads in Sect. 3 to the derivation of a fundamental shadowing law which gives a lower bound on the radius at which a model can be expected to shadow. In Sect. 4 we demonstrate the methods on a medium
dimensional system due to Lorenz (1996), before moving on in Sect. 5 to full weather models, where we compare different resolution models from ECMWF. In Sect. 6 we use the techniques developed to determine the contribution of model error to total forecast error, and produce an estimate for shadowing times of the operational forecast. Finally, in Sect. 7, we discuss how an improved measure of model error can lead to more accurate forecasts. We limit ourselves throughout to determining the magnitude of model error, and its effect on shadowing times and ensemble behaviour, but not its causes or variations in physical space, which are topics for further research.

Of course, the true state of the atmosphere is never known (indeed, this is the case with any physical system). We only know the weather through the analysis, which is subject to random fluctuations, which are themselves model dependent. We address this issue by concerning ourselves only with shadowing the (discrete) trajectory in state space given by the analysis. If the model initial condition cannot be perturbed so that its trajectory lies within a specified shadow radius of the analysis after a period of, say, two days, then this is indicative of model error, rather than any uncertainty in the analysis.

2 Model error and the linearised dynamics

In this section we develop a mathematical framework for studying shadow trajectories, and explore the relationship between model error and the ability of the model to shadow a target orbit. A first step is to define more exactly what is meant by the target orbit. The model and the true system will normally have different state spaces (Smith, 1997). Let the model state space vector be \(\tilde{x}(t)\) and the system state space vector be \(\tilde{X}(t)\) in some other state space (usually higher dimensional). We also assume the existence of a \(C^1\) projection operator \(P\) from the true system state space to the model state space. The target orbit is then the projection \(\tilde{x}(t) = P(\tilde{X}(t))\) of the true orbit into model space. The target orbit therefore exists in model space, but it is not a trajectory of the model. Rather it is an orbit which represents our understanding of truth, and is a target at which we wish to aim. The definition of a target orbit is relative to the projection operator, so changing the projection changes what we see as “truth”. In fact, the target orbit can be a projected trajectory of another model, or a series of analyses.

Now, suppose the model is given by the equation

\[
\frac{dx}{dt} = G(x(t)),
\]

which specifies the model tendency in terms of the model state space vector \(x \in \mathbb{R}^n\) and suppose that we wish to use this model to approximate the target orbit \(\tilde{x}(t) = P(\tilde{X}(t))\). We further assume that \(G\) is \(C^1\).

Model error at the point \(\tilde{x}(t)\) can be viewed as the difference between the model tendency and the tendency of the target orbit, which is given by the tendency error

\[
G_e(\tilde{x}(t)) = G(\tilde{x}(t)) - \frac{d\tilde{x}(t)}{dt}.
\]

In general, \(G_e\) is non-zero, unless the model is perfect, so it follows that model solutions will diverge from the target orbit at an initial linear rate. The situation, therefore, differs from that of displacement errors, which may have an initial zero or negative growth rate. Since the tendency error is evaluated on the target orbit, displacement error at that point is zero by the definition used throughout this paper.

Our definition of tendency error is essentially the same as that used in Klinker and Sardeshmukh (1992), where the tendency errors were studied in an attempt to isolate their sources in the model, or in Schubert and Schang (1996), who proposed a statistical technique for assessing error in General Circulation Models. A similar term also appears as a residual in 4D-V AR (Cohn, 1997). The tendency error provides a measure of instantaneous model error at initial time. This instantaneous value does not, however, determine the effect of model error on shadowing, for which we need to know how the model error interacts with displacement error as they both evolve with time over a shadow trajectory.

Consider, therefore, a model trajectory \(x(t)\) which shadows the target orbit within a radius \(r_s\) for a time \(\tau\). Since a shadow orbit is one which stays within \(r_s\) of the target orbit, we have

\[
\|x(t) - \tilde{x}(t)\| \leq r_s
\]

for all times \(t\) with \(0 \leq t \leq \tau\). We can make a first order approximation to the forecast error by linearising around the target orbit. Let the error vector be

\[
e(t) = x(t) - \tilde{x}(t),
\]

the difference between the model trajectory and the target orbit. The time dependence of the error vector is

\[
\frac{de}{dt} = \frac{dx}{dt} - \frac{d\tilde{x}}{dt} = G(x(t)) - G(\tilde{x}(t)) + G_e(\tilde{x}(t))
\]

\[
= G(\tilde{x}(t) + e(t)) - G(\tilde{x}(t)) + G_e(\tilde{x}(t)).
\]

Now, because \(x(t)\) was chosen to be a shadow trajectory, we know \(\|e(t)\| \leq r_s\). Therefore, from the Taylor series expansion of \(G\) about the point \(\tilde{x}\), we can write

\[
\frac{de}{dt} \approx \mathbf{J}(\tilde{x}(t)) \cdot e(t) + G_e(\tilde{x}(t)),
\]

where the matrix \(\mathbf{J}\) is the Jacobian of \(G\), and the approximation is \(O(r_s^2)\).

Integration of Eq. (6) yields

\[
e(\tau) \approx \mathbf{M}(\tau) \cdot e(0) + \mathbf{d}(\tau)
\]

where

\[
\mathbf{d}(\tau) = \int_0^\tau G_e(\tilde{x}(t))dt
\]

\[
= \int_0^\tau G(\tilde{x}(t))dt - \tilde{x}(\tau) + \tilde{x}(0).
\]
and $M(t)$ is the linear propagator (Strang, 1986) of the model, evaluated along the target orbit. The approximation is again $O(r_i^2)$ (Orrell, 2001), and therefore is only useful for those trajectories which shadow at a sufficiently small radius.\footnote{Small here is defined by the Taylor expansion of $G$, not by the observational uncertainty.} The vector $d$ has dimension distance and will be referred to as the drift (or local drift, to distinguish it from any long term drift). The drift depends on the trajectory, so even if it is forced to zero in the long term (i.e. no climate drift), it may accumulate in the short to medium term. For short times, the drift is approximately equal to the error of a forecast initiated on the target orbit, as is easily seen by setting $e(0)$ equal to the zero vector in Eq. (7).

The effect of the linearised dynamics can be seen in the lower panels of Fig. 1: the ball of initial conditions is distorted into an ellipse by the linear propagator $M$, and displaced by the drift $d$. For this particular example the linearised dynamics appear to hold for the entire ball of initial conditions. In general, though, the linearised dynamics apply only to those trajectories which shadow the target within radius $r_s$. Trajectories outside the shadow radius may become severely distorted by nonlinearities. The linearised dynamics, restricted in this way to shadow trajectories, can therefore hold even when arbitrary non-shadowing perturbations become highly nonlinear.

To sum up the results of this section, we have used the linearised dynamics to separate out the effects on shadow trajectories of model error, in the drift vector, and the effects of displacement error, in the linear propagator acting on the initial displacement. The model itself need not be linear for the linearised dynamics to hold to good accuracy. We next use the linearised dynamics to develop a simple shadowing law which underpins the link between shadowing and model error.

3 The shadow-drift law

In this section, we use the dynamics, linearised about the target, to develop a simple relationship between model error, as measured by the drift, and expected shadow performance of the model. Details of the derivation, along with examples, are given in Orrell (2001). Here we sketch the argument. Suppose that the linearised dynamics provide a good approximation for points which shadow within a shadow radius $r_s$. Such points, acted on by the linearised dynamics, will be distorted into a portion of an ellipse by the linear propagator, and displaced by the drift. The model should, therefore, cease to shadow when the resulting distribution exceeds a distance $r_s$ from the target. For a given drift $d(\tau)$ the radius $r_s$ can be calculated explicitly using a Lagrangian method, and to first order satisfies the relation

$$
\sum_{i=1}^{n} \frac{(d(\tau) \cdot u_i(\tau))^2}{(1 + \sigma_i(\tau))^2} \approx r_s^2,
$$

where $\sigma_i(\tau)$ is the singular value corresponding to the singular vector $u_i(\tau)$. This relationship has been successfully used to estimate shadow times as a function of radius for a range of simple models, and can hold even in cases when the models are highly nonlinear over the shadow period.

For weather models, it is of course impossible to calculate all the singular vectors. Nevertheless, if the drift is uncorrelated with the singular vectors, then we can establish an approximate upper bound on shadow times. We assume that the model is either dissipative or preserves volume in state space over time $\tau$, so

$$
\prod_{i=1}^{n} \sigma_i \leq 1.
$$

Consider first the volume preserving case, where equality holds in the above equation. By solving the constrained minimisation problem, again using a Lagrangian technique, the expected value of the sum in Eq. (9) is seen to have a minimum in the case where $\sigma_i = 1$ for all $i$. Therefore

$$
\left\langle \sum_{i=1}^{n} \frac{(d(\tau) \cdot u_i(\tau))^2}{(1 + \sigma_i(\tau))^2} \right\rangle \geq \frac{d(\tau)^2}{4}.
$$

For a dissipative model, the inequality is replaced by strict inequality.

Combining Eqs. (11) and (9), we derive the shadow-drift law, which provides a link between model error, as measured by the drift, and shadowing. Suppose the drift is uncorrelated with the singular vectors. Then an approximate lower bound\footnote{By “approximate lower bound”, we mean that the expected radius may be larger than $r_m(\tau)$, but if it is smaller, then the difference will tend to zero for decreasing shadow times $\tau$.} on the radius $r_s$ within which the model may be expected to shadow for time $\tau$ is given by $r_m(\tau)$, where

$$
r_m(\tau) = \frac{1}{2} d(\tau).
$$

If the model is only weakly dissipative over the shadow time, then the shadow radius will approach the bound, so

$$
r_s(\tau) \approx \frac{1}{2} d(\tau).
$$

This relationship tends to hold when shadow times are relatively short, either as a result of high model error or a small shadow radius.

The shadow-drift law shows that the drift is a useful measure, not only of model error, but of a model’s ability to shadow. The drift, therefore, serves as a computationally inexpensive measure of model quality (it is far easier to calculate the drift, which is just a sum of forecast errors, than it is to search for actual shadow orbits). The shadow-drift law will of course fail under certain circumstances and is most applicable when model error is relatively large. Our aim in this paper is not so much to verify the shadow-drift law for weather models, as to use it as one of several tools to investigate model error.
In order to discuss error magnitudes, we must first introduce a metric\(^3\). For this example the metric will be the \(L_2\) norm in the large-scale variables. Other norms are possible, with the proviso that the model variables are fully represented. For example, if the norm was the magnitude of only the first large-scale variable \(\tilde{x}_1\), then any vector with first component \(\tilde{x}_1 = 0\) would be indistinguishable from the zero vector. This would violate the usual definition of a metric, and lead to difficulties in interpretation since a model could shadow under such a norm by tracking \(\tilde{x}_1\) while completely distorting every other variable.

The solid line in Fig. 3 shows the growth in \(L_2\) forecast error for a particular run. Note the non-zero slope of the error growth at initial time. While initial condition error can be reduced to zero by choosing the perfect starting point (Judd and Smith, 2001), this is not the case for model error. The drift remains close to the forecast error until around \(t = 0.15\). The figure also shows a shadow trajectory for a shadow radius of 0.3. It was determined using an optimisation program that searches over initial displacements for the one with the longest shadow time; in this case about 0.34 time units, which is typical for this model. The ratio of drift to shadow radius, averaged over many separate runs, is 1.74, which is less than 2 in accordance with the shadow-drift law.

It was stated above that the shadow-drift law does not rely on the model or system being linear. Figure 4 shows a long shadow trajectory for another variant of the Lorenz model which replaces the constant model’s constant parameterisation of the forcing with a term that varies linearly with \(x\) (we refer to it here simply as the improved model, see Appendix). The upper panel shows the first component of the model compared with the first component of the target; the two are nearly indistinguishable over the shadow period. The middle panel shows the \(L_2\) error as a function of time. The lower panel is an attempt to picture what is going on in 8-dimensional space. The displacement vectors have first been projected onto the hyper-plane normal to the target orbit. The radius of each point is then calculated as the displacement of the shadow trajectory from the target orbit, while the angle is the angle of the displacement at that time with the original displacement. The shadow trajectory starts near the extreme radius 0.4 on the right-hand side, then exits on the left-hand side after 2.49 time units. The trajectory clearly does not follow a linear path, yet the ratio of drift to shadow radius is 1.40, and the average for the model is 1.28, in agreement with the shadow-drift law. The linearised dynamics need not predict the exact path of such a trajectory in order to predict, to a good deal of accuracy, the conditions under which such a shadow trajectory can be expected to exist.

\(^3\)One might ask why a metric is necessary if errors can be represented in terms of the variables themselves. The answer is that if we wish to discuss the relative importance of model error and displacement error, we need a gauge by which to measure them. The utility of the results will depend on whether or not the metric is considered a useful measure of forecast error.
**Fig. 4.** Shadowing trajectory for improved model. Upper panel shows first component of target and model over shadow period. Middle panel shows error over all components. Lower panel is in polar coordinates with radius the displacement from target orbit, and angle with respect to initial offset. The circle of radius 0.4 represents the shadowing radius. The shadow trajectory starts near the extreme radius 0.4 on the right-hand side, then exits on the upper left-hand side at time 2.49 units, after following a highly nonlinear path. The linearised dynamics cannot predict the exact path of the shadow trajectory, but can predict the conditions under which such a trajectory can be expected to exist.

Figure 5 shows the average ratio of drift to shadow radius for a number of shadow experiments using the constant and improved Lorenz models as a function of forcing $F$. Shadow radius is scaled with forcing as shown in legend, so as to stay in proportion with the attractor diameter. Results are determined by averaging over 20 cases. All models conform to the shadow-drift law with a maximum error of 5 percent (though the shadow-drift law actually refers to expected shadow radius, while here we have treated it as fixed). The ratio is near or slightly above 2 at lower values of forcing where the models are only weakly dissipative, in accordance with Eq. (13).

The shadow-drift law holds in all cases, in that the ratio is less than or near 2, with a maximum error of about 5 percent (though here we have fixed $r_s$, which is slightly different from the derivation above). The ratio is near 2 at lower values of forcing where the models are only weakly dissipative, in accordance with Eq. (13).

One important consequence of model error is its effect on ensemble performance. It was already seen in Fig. 1 that model error can result in the entire ensemble drifting away from the target. That figure was for a low-dimensional model; in higher dimensions it is more difficult to visualise the effect of model error, but certain deductions can be made by examining the magnitude of forecast errors. Figure 6 shows ensemble errors for the constant model, and can be compared with Fig. 2. In the upper left panel, perturbations of size 0.2 are added to the constant model’s initial condition in the positive and negative directions of the leading singular vector (optimised for time 0.34). Relative to the control forecast, these perturbations have grown at time 0.34 by about a factor 5.0. In addition, shown in the background is the density of errors found by randomly perturbing the initial condition by an amount of 0.2 and taking a histogram of the resulting errors over 1000 runs. The singular vector perturbations give maximum displacement for $t = 0.34$, as they should by construction (for infinitesimal perturbations), but

4Details of the experiments are given in Orrell (2001). The models show a variety of behaviour over the different forcings, including periodic, quasi-periodic, and chaotic attractors.
the directions of the fastest growth for perturbations in initial conditions (Buizza and Palmer, 1995). The neglected part of the equation is the drift $d$: we are in the odd situation of knowing more about the first order term than the zeroth order term!

5 Error in weather models

To begin the analysis of model error for operational weather models, we first compare the T42 and T63 models, taking the higher resolution TL159 to define the target (the number refers to the spectral truncation, while the L in TL159 denotes the linear grid on which physics is computed). Following Rabier et al. (1996), the vector used to describe the atmospheric state $x$ at a particular time is

$$x = (u, v, T),$$

where $u$ and $v$ are the zonal and meridional wind components, and $T$ is the temperature. The choice of norm will be the energy norm, defined as

$$\langle x, x \rangle = \frac{1}{2} \int \int \int_{\Sigma} \left( u^2 + v^2 + \frac{C_p T^2}{T_r} \right) d\Sigma \frac{\partial p_r}{\partial \eta} d\eta. \quad (15)$$

The energy norm equals the sum of the kinetic energy of the wind and the potential energy stored in the temperature, and is the same as the total energy used in Rabier et al. (1996) but with the relatively small surface pressure component omitted. $T_r$ is a reference temperature, $p_r$ is a reference pressure, and $C_p$ is the specific heat at constant pressure for dry air. $\Sigma$ is the horizontal domain, taken here to be northwards of 30 degrees, and $\eta$ is the vertical coordinate.

The energy norm was chosen because it provides a fairly global measure of the model variables (Buizza and Palmer, 1995). Norms are often picked to represent more specific quantities such as the temperature over a particular region. Our aim here, however, is to use the norm as a diagnostic tool, which measures the relative contributions of model error and displacement error, and the energy norm is suitable because it gives a reasonably complete picture of the atmospheric state. This is in contrast to more specific norms, such as the 500 mPa height metric, which considers the model state only at a specified level, and would fail to illustrate how model error at lower or higher levels feed into that level.

The upper panel of Fig. 7 shows forecast energy norm errors of five different five-day forecasts starting at different dates. For comparison, the typical size of ECMWF ensemble perturbations, when based only on initial singular vectors, is about 45 units on this scale. The model trajectories diverge from the target orbit (TL159) at a fairly constant rate, with T63 consistently performing better than T42 as one might expect. The lower panel shows the ratio of T42 errors to T63 errors, which remains quite uniform.

Interpretation of the forecast results is complicated by the ambiguity in the starting points. The forecast errors are non-zero at initial time due to a mismatch between a pure truncation operator which translates TL159 fields to T42 or T63 not for other times. The lower left panel is a zoomed view near initial time.

The panels on the left correspond to a perfect model scenario. In the panels on the right, where errors are shown relative to the target orbit, the situation is different. As in Fig. 2 for the 3D model, the error relative to the control is not representative of the error relative to truth. The growth rate of the singular vector perturbations is similar to that of the unperturbed forecast, and neither the positive nor the negative perturbation effectively offsets model error compared to the random displacements. As noted in Toth et al. (1996), with regards to ensembles which perturb only initial conditions, the ensemble strategy will work only if the models are good enough that model-related errors do not dominate the final error fields. Perfect model experiments will always be extremely misleading in this regard.

These demonstrations on the Lorenz model/system pairs show that model error, as measured by the drift, affects both shadow times and ensemble performance, and can be a major contributor to forecast error. The question then remains whether operational forecast models are in a low model error or high model error regime. Referring to Eq. (7), a fair amount is known about the linear propagator $M$ for such models, due to the investigations into singular vectors and
fields, and the “balance” requirements forced on the initial state of the model. For the forecasts considered here, the mismatch is about 40 energy units for T42 and 30 for T63. This allows the possibility that the mismatch is responsible for the divergence of forecasts: the small initial error is magnified by the nonlinear dynamics, and the problem is not model error but sensitivity to initial conditions. If that were the case it would be possible to shadow for extremely long times, since the negligible model error could be counteracted by an appropriate choice of initial condition near the projected state.

From the forecast alone, we cannot separate out the effects of model error and initial condition error, since the two will convolute. Therefore, we estimate the drift, following Eq. (8). A number of short, 12-hour forecasts were made with T42 and T63, starting at 12-hour intervals along the TL159 forecast. The results were then integrated numerically (essentially a vector sum) to give the drift. Figure 8 shows how the drift accumulates with time for T42 and T63. The ratio of the drifts is also shown in the lower panel of Fig. 7; as for the forecasts, it is nearly constant at 1.4 over the forecast time.

If model error were truly negligible, then we would expect the drift to be smaller than the forecast error, since the tendency difference is always calculated on the target orbit where displacement error is minimal. In fact, the magnitude of the drift is close to the magnitude of the forecast error. At times it is even larger: the reason appears to be that there is an initial spin-up error associated with each short forecast, which may be an artefact due to the initial mismatch. Tests with different time steps show that the drift calculation is dependent on step size, and that the magnitude of the error is about 20 units per short forecast.

This spin-up error, whose signature is a lack of scale invariance in the drift calculation, appears to be an unavoidable feature of the inter-model comparisons. It means that a portion of the drift is due to spin-up effects, and the calculated drift is artificially high. We will therefore attempt to deal with it using two methods, and note that the same problem does not occur in the next section, where the operational forecast is compared with the analysis, and the drift calculation is seen to scale with time step.

The first approach is to reduce the drift by the errors incurred during each small forecast. For example, the drift calculation over 48 hours involves four short forecasts, so compared to a normal forecast there are three additional mismatch errors of 20 units each. We could, therefore, correct the 48 hour drifts by 60 units, giving a drift of 156 units for T42 and 99 units for T63.

The second approach is shown in Orrell (2001) and is applied in cases where model error is high. Whenever a strong spin-up error is present, the drift calculation will be dependent on step size, because the model error is largest near initial time. To circumvent the problem we can linearise the error around the model control rather than the target orbit. If this is done, the control error at 48 hours serves as a proxy for drift at that time, giving a result of 168 units for T42, and 114 units for T63. The two approaches give similar results.

Given an estimate of the drift, we can determine its effect on shadow times from the shadow-drift law. The law has been verified for a range of low and medium dimension models, but does it apply to full weather models in all their complexity? In order for the law to hold, the shadow radius must be sufficiently small so that the linearised dynamics are valid for shadow trajectories. For operational perturbations (ensemble members), it is known that the model becomes
nonlinear within a day or so (Gilmour, 1998; Gilmour et al., 2001). For shadow trajectories, however, the linearisation is expected to hold for longer times. It therefore seems reasonable to expect that the shadow-drift law will apply.

The shadow-drift law states that the expected shadow radius for a set time should be greater than or equal to half the drift over that time. As mentioned above, there are two methods for estimating the drift given the initial mismatch errors. If we correct the drift by subtracting the initial errors, we obtain an expected minimum shadow radius of about 78 units for T42, and 50 units for T63. If we use instead the control error as a proxy for drift, we find a radius of 84 units for T42, and 57 units for T63. The results of the two different methods are shown by the shaded region in Fig. 8.

As noted above, the drift results in the inter-model comparison are somewhat compromised due to the initial errors; it could in principle be the case that the drift vector is due to the truncation error being consistently in the same rapidly growing direction, so that the error builds with time. Were this the case, and if model error was in fact small, then it should be possible to find trajectories which shadow for two days with a much smaller shadow radius than given above. The only way to test this is to search for actual shadow trajectories.

An algorithm, originally designed to find so-called sensitivity perturbations to offset forecast errors (Rabier et al., 1996), was employed to find such trajectories. Figure 8 shows the resulting trajectories for T42 and T63. The code uses a Newton-method optimisation scheme to reduce the cost function given by the forecast error at two days (Rabier et al., 1996). The step direction for each iteration is determined by calculating the adjoint (Dimet and Talagrand, 1988), which gives the gradient of the cost function. A total of fifty iterations were performed in each case. At time two days, the minimised error of the T42 forecast is 114 units, while for T63 it is 82 units. These are consistent with the approximate bound obtained using the shadow-drift law, in that the optimisation routine fails to find a trajectory which shadows for two days at a smaller radius than the bound. It appears that the model, not sensitivity to initial conditions, is the dominant source of error.

Trajectories with longer shadowing times may exist, as the method used is not perfect. Nevertheless, the fact that the shadow times are in accordance with the shadow-drift law increases confidence that it is the drift which limits maximum shadowing times on these length scales. Since a typical shadow tolerance for assimilation purposes would be of the same order as the analysis variance, i.e. 45 units, it appears that the T42 and T63 models fail to shadow TL159 at that radius after about a day.

Figure 9 shows errors for an ensemble of 50 displaced T42 initial conditions, again with respect to TL159. The ensemble was generated by adding scaled displacements in the subspace of the leading 25 singular vectors. The results can be compared with the lower panel of Fig. 6 for the Lorenz system; once again, no ensemble member manages to offset model error, and the error in the ensemble mean closely tracks the error in the unperturbed forecast. (This ensemble did not contain any stochastic variation of model parameters or other simulation of model error, Buizza et al., 1997).

To recap, the calculations of drift and shadow times for the T42 and T63 models relative to T159 are consistent with the shadow-drift law, and appear to indicate that model error is
significant; a conclusion also borne out by the behaviour of the ensemble. Since one might expect models to be more like one another than like the analysis, this raises the suspicion that model error will be large relative to the analysis. In the next section we investigate whether this is the case.

6 The ECMWF operational model

We now use the techniques developed so far to estimate how long the ECMWF operational model can shadow the analysis. The analysis is, therefore, used as the target orbit \( \mathbf{x}(t) \) (in, of course, a discrete form). Figure 10 shows error growth for a single forecast, along with the drift. The drift was calculated by summing short 6-hour forecasts for the first day to capture the fast initial growth, followed by 24-hour forecasts for days 2 and 3. Unlike the inter-model comparisons, there is no initial mismatch error, since both the model and the analysis are at the same resolution. In addition, the calculation is not sensitive to step size, so summing 6, 12 or 24-hour forecasts gives similar results. This can be seen, for example, by the fact that the drift over one day, calculated by summing four 6-hour forecasts, agrees closely with the forecast error at 24 hours, which would be the value of the drift if a 24-hour step were used. Spin-up errors, whose signature is a strong time-step dependence in the drift calculation, are not present to a noticeable extent.

The drift closely tracks the forecast error out to three days, in a manner compatible with high model error, and the initial slope is about three times greater than that for T63 versus TL159. An interesting feature of this graph is the similarity of the forecast error growth and the drift; both have a pronounced negative curvature. Error growth in chaotic systems is typically expected to be exponential-on-average (see, however, Smith, 1994; Smith et al., 1999).

The shape of the curve makes more sense when we examine the nature of the short forecast errors which make up the drift calculation. Figure 11 shows histograms of the cosine of the enclosed angle of the 24-hour error vectors, for consecutive and randomly chosen days over a hundred day period. The mean for the consecutive days is 0.081, so they are nearly orthogonal (not surprising since the variance of the dot product of random vectors in \( n \) dimensions is approximately \( 1/n \)). Note, though, that the distribution for consecutive days in the upper panel is shifted significantly to the right of the distribution for random pairs of days, implying that drift is persistent on a time scale of one day; we return to discuss the fact that neither are mean zero below.

We can use the information in this distribution to build a theoretical equation for model error.\(^5\) Suppose that the 24-hour drift has average magnitude \( d_m \), and that the cosine angle for consecutive days has mean \( c_m \) (we assume that correlations become negligible for periods of over one day). By summing consecutive 24-hour drift vectors, the theoretical value of the total drift is found to be

\[
d(t) = d_m \sqrt{\frac{t}{24}(1+2c_m) - 2c_m},
\]

where \( t \) is the time in hours.

\(^5\)Even for a perfect model, non-exponential growth in the error of a given forecast can arise solely due to analysis error (see Smith, 1997, for a discussion) and further work is required to identify the source of the observed negative curvature. The fundamental question is not the shape of this curve, however, but whether or not shadowing orbits exist on forecast time scales.
shown as the solid line, closely matches the forecast errors up to a time of about three days. The magnitude of forecast error up to three days can, therefore, be estimated from just two numbers: the average 24-hour drift, and the average cosine angle between consecutive drift vectors (both of which are fairly constant quantities, at least within this sample).

The fact that the forecast error curve agrees so well with the drift curve provides a strong argument that the drift calculations are accurate and correctly describe the model error relative to the analysis. Of course, one could still argue that this correspondence is only coincidental, and that forecast error is really caused by displacement error. To do so, though, would mean that growth rates would have to vary with time in a highly complicated manner, since displacement error otherwise results in exponential-on-average growth, as opposed to the square root growth which is actually seen. The assumption that model error is high, and that errors over the first few hours are a natural and expected effect of the model rather than anomalies due to some property of the analysis or the forecast, provides a simpler and more direct paradigm for this form of error growth.

Displacement error will, of course, still play a role. The convolution of model error and displacement error will be complex, but a rough picture can be obtained by assuming that on top of the model error, an additional displacement error term, which is initiated by the model error, is added to the drift. Consider, for example, the following argument. The drift calculation is performed by summing a series of short forecast errors. We then suppose that each of these errors creates a displacement which magnifies exponentially with a doubling time of 2.5 days (see Lorenz, 1969, and references thereof). Therefore, the model error over the first six hours leads to a displacement, which then grows at an exponential rate from that time on. The next six hours brings another displacement which will also magnify at the same rate. These displacement error curves, initiated every 6 hours, are shown at the bottom of Fig. 12. Each curve starts with magnitude zero, because it represents an error in addition to that error due to the original displacement. Summing each of these curves, and assuming orthogonality due to the dimension of the space, gives the total displacement error curve shown as the dot-dash line. When this displacement error is added to the model error, again assuming orthogonality, we arrive at the upper dashed line, which is an excellent fit to the true forecast error.

The plot is not meant to be an accurate representation of how model error and displacement error convolute. We aim merely to show that the difference between the calculated drift and the observed forecast errors is consistent with a secondary displacement error. It also seems reasonable, though, that forecast error, being a mix of model error and displacement error, could be loosely viewed as the sum of square root and exponential growth curves. The resulting curve has an initial negative curvature phase, followed by a nearly linear growth phase in the medium range, before eventually saturating. Interpolating Fig. 12 forward, the model error and displacement error portions become roughly comparable in magnitude after about five days, though saturation effects may also come into play by that time.

The displacement error curve, being a sum of lagged exponential terms, is not quite an exponential itself. If the e-tupling time is $1/a$ (so the doubling time is $\log(2)/a$), then the displacement error generated by the drift is seen to be

$$\kappa \sqrt{\frac{1}{2a}}(e^{at} - 1)(e^{at} - 3) + t, \quad (17)$$

where

$$\kappa = \lim_{\Delta t \to 0} \frac{d(\Delta t)}{\sqrt{\Delta t}}.$$
which can be estimated, for example, from the 6-hour drift (the limit will exist if the drift varies with the square root of time). Note that the exponential growth is assumed to be orthogonal to the initial displacement, which differs slightly from the usual definition of doubling times.

Curves similar to those of Fig. 12 can be constructed to model 500 mPa height errors up to 5 days. In this case the square root curve usually only dominates for a day or so, rather than for three days as for total energy. As mentioned above, however, the 500 mPa height is an incomplete measure of the atmospheric state, and fails to reflect total error growth (Orrell, 2002a). A similar effect is seen when, for example, error is measured over only a single variable $x_i$ in the Lorenz model, instead of all $x_i$. If the aim is to assess the relative magnitudes of model error and displacement error, then the metric needs to be reasonably global.

Given the drift calculation, we can estimate shadow times using the shadow–drift law. The mean 24-hour drift over the days that were tested was 315, while the mean 6-hour drift was 138. An upper estimate of shadow time from the 6-hour drift for a radius of 45 units is then about four hours. This result is definitely on the low end of what has been considered the likely range, and has implications for forecast techniques, such as variational assimilation (Courtier and Talagrand, 1994), and ensemble forecasting.

The fact that model error affects ensemble schemes is not in doubt (Toth et al., 1996; Houtekamer et al., 1996), and is clearly demonstrated for low, medium and high dimensional models in Figs. 2, 6 and 9. The shadow estimate implies that no member of an ensemble of initial conditions, perturbed by a radius of 45 units, would be expected to remain within the same radius of the analysis for more than a few hours, and neither would any trajectory initiated within the convex hull of the ensemble. If true (and we suggest below ways to verify it), this is very far from the nearly-perfect model scenario on which many ensemble schemes are based (Toth et al., 1996; Buizza et al., 1999), where model error is assumed to be small, relative to initial condition error, over the near to medium range. It is also consistent with the calculated ensemble spread tending to be too small (Toth and Kalnay, 1993), and the observed flaws in rank histogram statistics (Palmer, 2000). The same concern may also apply to ensemble schemes which include perturbations to model parameters (Houtekamer et al., 1996; Buizza et al., 1997), since such perturbations cannot address structural imperfections in the model.

The correlation between successive 24-hour drift vectors, while not large, can still be used to improve the forecast. Suppose we are making a 24-hour forecast, and we know the drift $d_p$ from the preceding 24 hours. If the 24-hour forecast gives $d$, and we assume that the cosine angle with $d_p$ is $c_m$, then vector algebra shows that using $d - c_m d_p$ as the corrected forecast yields a fractional improvement of $1 - \sqrt{1 - c_m^2}$. For $c_m = 0.081$ the method was shown to yield an average correction over the days that were tested of 0.33 percent, however, it may be possible to increase this by looking, for example, at 6-hour drift vectors, and searching for higher order correlations.

An unexpected result was that the cosine angle of randomly chosen 24 hour drifts in Fig. 11 had a mean of 0.038. There seems to be a component of the drift which is at the least seasonal (and could be removed by post-processing). It would be interesting to quantify the long-term climate drift, which is expected to be effectively zero.

Of course it should not be implied that, even if model error is a major source of forecast error, further observations are of no consequence, nor that improving them will not affect forecast accuracy. All we can conclude is that making small displacements around the initial condition will not offset the model error and produce a shadow trajectory beyond a certain time. Model error will impact the interpolation scheme, which is expected to be effectively zero.

7 Conclusions and future work

Lorenz (1963) showed that, for a chaotic model, a small change in initial conditions could lead to radically different solutions. Since that discovery, much emphasis has been
placed on the initial condition as a source of error in weather forecasting. While the effects of chaos eventually lead to loss of predictability, this may happen only over long time scales. Exponential-on-average error growth does not necessarily imply rapid error growth. In the short term it is model error which dominates, and which must be considered in any scheme of quality control.

In this paper, we have promoted the use of local model drift as a measure of model quality. The model drift is easily calculated, is a good measure of model error, and, through the shadow-drift law, provides a lower bound on expected shadow radius. Unlike RMS forecast error, it distinguishes between model error and displacement error without convoluting the two, and unlike tendency error it describes how model error evolves over time and affects predictability. The drift can be used, for example, to compare different models, or assign weightings for multi-centre ensembles (Harrison et al., 1999; Ziehmann, 2000).

When forecasting any physical system, the distinction between “model error” and “initial condition error” is, while useful, somewhat artificial; the fact that we have projected reality into the model state space of an imperfect model implies that there is no “correct” initial condition. This is especially true in NWP, when the forecast model itself is used to interpret the raw observations (i.e. form the analysis). It follows that one cannot conclusively distinguish the impact of model error from uncertainty in the initial condition by examining error growth curves; the typical duration of shadowing orbits, however, can make this distinction. We hope this paper encourages research into determining typical shadowing times for forecast models.

It is often said that model error is hard to measure in the context of weather forecasting. Such a statement already assumes that the error is small; for if model error is large, it should not be beyond our powers to detect (weather models may be chaotic, but, with error doubling times assumed to be of the order of 2.5 days, they aren’t that chaotic). Since the drift separates out model error from displacement error, it reveals the full extent of model error in weather forecasting. For the days we tested, it appears that model error dominates forecast error out to about 72 hours. Displacement error also plays a role, but can be viewed as a by-product of the displacements created by model error. The relevant paradigm for error growth is not a quasi-exponential curve, but the orthogonal sum of the square root curve of Eq. (16) and a secondary displacement error term such as that of Eq. (17). The constancy of the model error means that forecast error magnitude up to three days can be approximated only from a knowledge of the average 24-hour drift and the cosine angle between consecutive drift vectors; this can be extended out to five days with a knowledge of displacement error growth. The weather itself may be mercurial and unpredictable, but our degree of ignorance about its future state appears to be remarkably reliable.

From the drift calculation, an estimate of shadow times for TL319 relative to the analysis is only about four hours, implying that model error will have a strong effect on forecast accuracy and ensemble performance. This may appear to be a surprising result, but in fact there is very little evidence to suggest that model error should be small. It is true that several studies have shown, under certain conditions, metrics, and time periods, that predictive skill can depend less on the model used than on the initial condition (Downton and Bell, 1988; Harrison et al., 1999; Richardson, 1997). The fact, however, that one model agrees with another does not imply that they are both correct; they could both be wrong, in similar ways.

Our results have only been calculated for a limited number of models and test cases, which, while serving as counterexamples to the hypothesis that model error is small, need to be further extended. One of the main aims of this paper is to incite further studies of model error. In addition to calculation of the drift, a number of further tests can be carried out. One is to seek shadow trajectories, in total energy or a similarly global metric, for an operational model relative to the analysis. According to the shadow-drift law, the model should shadow on average only at a radius greater than half the drift. (A reasonably global metric is necessary, since the shadow-drift law requires that all model variables be taken into account, and otherwise it may be possible to resemble the analysis, for example, over a small region, while completely distorting the fields elsewhere.) Another basic “sanity check” for ensembles, whether they include stochastic perturbations to model parameters or not, would be to test whether the ensemble still captures the analysis after some period of interest (Smith, 2000). If model error is small, then it seems reasonable to expect that it will, but if model error dominates, then the entire ensemble will have drifted off course and will not bound the analysis. Tools currently exist to perform either of these experiments.

The fact that model error appears to be large in a global metric such as total energy suggests that it will (soon) affect forecasts, whatever the variable measured. What we have not attempted here is to determine the precise causes of model error, or look for patterns in its spatial or temporal structure, though we hope to do so. Another area of future work will be to determine what component of the model error is due to model formulation and what is due to the model’s interpolation over data-poor regions. One method may be to examine data-rich and data-poor areas separately. The approach must be used with care, though, because the mathematics behind the linearised dynamics assumes that the model is well described by the equations and by the initial condition. If the model is limited to a small region, then this condition will be violated, since the behaviour of the model in the specified region will be influenced by events in the other regions, and measurement of the drift vector will to some extent be affected.

Our ultimate goal in measuring model error is to improve forecast quality. The drift provides a tool which could be used for this purpose. One approach would be to tune model parameters, by means of an optimisation routine, to give minimum drift over a specified prediction time. This method is similar to that described in Wergen (1992), but with drift
minimised instead of forecast error. Note, though, that attempts to bound the model error by perturbing model coefficients may fail if the model is structurally deficient. Indeed, there may be no accessible set of equations that perfectly mimic the dynamics of the system (Smith, 2000).

A separate method to improve forecasts would be to study how the drift vector evolves, and attempt to predict its future evolution from its past behaviour (i.e. model the model error). This is similar to the statistical approach of Schubert and Schang (1996) or Leith (1978), or the method proposed in D’Andrea and Vautard (2000). The fact that the drift vectors shows coherence with time is encouraging, and we found that a simple subtraction of the correct proportion of the previous day’s error led to a reduction in the one-day forecast error (averaged over 100 days) of about 0.33 percent, a result which can probably be improved by considering higher order correlations.

By measuring the contribution of model error to forecast error, we arrive at a paradigm for error growth which offers simple explanations for a number of observed phenomena. These include the negative curvature, square root growth of error, which later combines with displacement error to form a nearly linear growth rate; the inability of models to shadow chaotic systems due to sensitivity to initial condition. May be large for initial condition error. May be large for chaotic systems due to sensitivity to initial condition.

Appendix A The Lorenz 1963 system

The equations for the Lorenz 1963 system (Lorenz, 1963) are:

\[
\begin{align*}
\frac{dx}{dt} &= -\sigma x + \sigma y \\
\frac{dy}{dt} &= xz + rx - y \\
\frac{dz}{dt} &= xy - bz.
\end{align*}
\] (A1)

The classical values are \(\sigma = 10, b = 8/3,\) and \(r = 28.\)

Appendix B The Lorenz 1996 system

The equations for the Lorenz one-level system used as the constant model in Sect. 1 are:

\[
\frac{dx_i}{dt} = x_{i-1}(x_{i+1} - x_{i-2}) - x_i + F, \quad i=1, 8. \quad (B1)
\]

The index \(i\) is cyclic so that \(x_{i-8} = x_{i+8} = x_i.\)

The equations for the two-level system used as the target system are:

\[
\begin{align*}
\frac{d\tilde{x}_i}{dt} &= \tilde{x}_{i-1}(\tilde{x}_{i+1} - \tilde{x}_{i-2}) - \tilde{x}_i + F - \frac{hc}{b} \sum_{j=1}^{m} \tilde{y}_{i,j} \\
\frac{d\tilde{y}_{i,j}}{dt} &= cb\tilde{y}_{i,j+1}(\tilde{y}_{i,j-1} - \tilde{y}_{i,j+2}) - c\tilde{y}_{i,j} + \frac{hc}{b} \tilde{x}_i
\end{align*}
\] (B2)

for \(i = 1, \ldots, n, \) and \(j = 1, \ldots, m.\) Again the variables are cyclic so that \(\tilde{y}_{i+n,j} = \tilde{y}_{i,j}\) and \(\tilde{y}_{i,j+m} = \tilde{y}_{i,j}.\) The coefficients used are \(b = c = F = 10,\) for which the \(\tilde{y}\)’s tend to fluctuate ten times more rapidly but with ten times smaller magnitude than the \(\tilde{x}\)’s. For more information, see (Lorenz, 1996; Hansen, 1998; Orrell, 2001).

The improved model is a variant of the constant model, where the forcing, instead of being constant, also employs a term linear in \(x\) so as to minimise the expected tendency error over the attractor. It shadows substantially longer than the constant model.

Appendix C Glossary

**Displacement error.** Error due to model equations being evaluated at a point not on the target orbit.

**Drift.** Magnitude of integrated tendency error, evaluated over a segment of a target orbit. Used as a measure of model error, and to estimate or bound shadow times via the shadow-drift law.

**Initial condition error.** Displacement error at initial time, caused by incorrect initial condition. May be large for chaotic systems due to sensitivity to initial condition.

**Model error.** Refers to error due to the difference between model equations and true system, as measured on a target orbit. Can be measured using the drift.

**Shadow-drift law.** A relationship which states that an approximate lower bound on expected shadow radius is given by half the drift.

**Shadow trajectory.** Given a shadow radius \(r\) and target orbit, a shadow trajectory is a model trajectory which stays within the radius \(r\) of the target orbit, as measured in model state space.

**Shadow time.** The time for which a shadow trajectory stays within the shadow radius of the target orbit.

**Target orbit.** The projection \(\tilde{X}(t) = P(\tilde{X}(t))\) into model space of an orbit of the true system. The target orbit exists in model space, but it is not a trajectory of the model. Rather, it is a target which the model attempts to approximate (shadow).

**Tendency.** The rate of change of system or model variables. In the case of model variables the tendency can be calculated using the ode.

**Tendency error.** The difference, measured in model space, between the system tendency at a particular point, and the model tendency at the projection of that point into model state space (i.e. the corresponding target point). The
tendency error gives an instantaneous snapshot of model error, but is insufficient in itself to determine how model error evolves and interacts with displacement error.
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